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I. GENERAL INFORMATION

Literature:

1) G. Czycholl, Theoretische Festkorperphysik.

2) C. Kittel, Quantum Theory of Solids.

3) N.W. Ashcroft and N.D. Mermin, Solid State Physics.

4) A. A. Abrikosov, Fundamentals of the theory of metals.

5) J.M. Ziman, Principles of the Theory of Solids.
Superconductivity:

6) J.R. Schrieffer, Theory of Superconductivity. (Chapters 1-4)
7) M. Tinkham, Introduction to Superconductivity.

II. BORN-OPPENHEIMER APPROXIMATION

If we are interested in not very high energies it is meaningful to split an atom into, on
one hand, an ‘on, which contains the nucleus and the strongly coupled electrons and, on the
other hand, the weakly coupled electrons. For simplicity we consider a situation when there
is one weakly coupled electron per atom. Then ions have charge +e and the electrons —e.

The Hamiltonian of NV ions and N electrons reads:
H = Hel + Hion + Hel—ion s (1)

where

He Z

1<j - T]|
Hion == Z + Z ‘/10n ﬁn - m) s (3)
n<m
Helion = Z ‘/el—ion Ti - én) : (4>

©,n

Here j; = —ihd/07; and P, = —ihd/OR,,.

2
|Rn—Rom|
These interaction potentials are, of course, a bit naive. There will be corrections

Rather simple-mindedly we could assume an(R -R m) = and Vi _ion (75 — ﬁn) =

2
\n Rnl
due to the fact that ions have structure (are not point-like particles).



Tons are much heavier than electrons: m/M < 107®. Thus electrons move much faster.
The Born-Oppenheimer approximation is appropriate.

First one solves the problem for the electrons only considering the positions of ions
fixed. The wave function of the electrons (the coordinates R, are parameters) ¢ =

O (T e El, ey I%N) satisfies the Schrodinger equation
[Ha + Haion|V5 = EQU5 . (5)

a numbers all the eigenstates. We only need the ground state.
The eigenenergies are functions of ions’ coordinates: Egl(ﬁl, cee ﬁN)

The wave function of the total system is assumed to have a form (this is an ansatz):

V=30 0a(Ry,..., RN, ..., 7N; Ry, ..., Ry).

The Schrédinger equation reads:
HY = [Ho+ Hion + Hoion) 3 60l = [Ho+ Haion] 3 60U + Hion 3 6atl (6)
= 32 B0+ Y Hin) U+ X 5z (0B + 2B (Pud)] (7
We project (E — H)y = 0 upon ¢§. This gives
V5 HY = Edg = B¢+ Hionts + > Asa 8)
where
Ao =3 537 [%(W PR + 2(Paga) (05 Potid)] (9)

Our aim is to argue that the terms Ag, can be neglected due to the smallness of the
ratio m/M. Since the interaction between ions and electrons depends only on the distance
between them: Vgi_jon (7 — ﬁn), so does the wave function 1!, Thus |Py®| ~ |py®!|. So, for

example, we can estimate the first term of Ag, as

P2 P e o
Z Y ® s Z SU Ek}n - (10)
The electronic kinetic energy can be, in turn, estimated from the characteristic atomic energy
e? me*
= — = —~13,6eV ~ 0.2 10 erg ,
0 2&0 h2 &

where ay = mh—; ~ 0.5-1078¢m is the Bohr radius. The estimate reads E¢. /N ~ 5. Thus

the first term of (9) is estimated as N(m/M )e.

8



To estimate the second term of Ag, as well as the energy per ion stored in Egl(bg + Hion®p
we think of each ion as of a harmonic oscillator in a potential well described by the spring
constant, K, of the order K ~ ¢y/a3. This is because shifting an ion by a distance of order
ap, i.e., by a distance of order of the distance between the ions and the electrons should cost
approximately one electronic energy. Then the characteristic energy of an ion is given by
€ ~ hy/K/M ~ ¢ \/W . Since the potential and the kinetic energy of an oscillator are
equal we obtain an estimate for the momentum of the ion: P?/M ~ ¢ ~ GOW . Thus
P ~ /Me; ~ /e ~ (M/m)Y* fegm ~ (M/m)"p, where p is the characteristic
electron momentum p ~ \/eo_m ~ h/ag.

Thus, we can estimate the second term of (9) as NpP/M ~ N(m/M)3/*¢,. Finally, the
ionic energy stored in E§'¢s + Hiondg is estimated as NP?/M ~ N(m/M)'/?¢;. This energy
is larger than both terms of (9).

Neglecting (9) we obtain the approximate Schrodinger equation for the ions:
[Hi0n+Eel(éla"'7éN)]¢:Egb (11)

Thus the total interaction potential for the ions reads

vidtal = 5™ Viu(Ro — R) + E¥(Ry, ..., By) . (12)
n<m
This potential should have an absolute minimum when the ions take places in the lattice
of the solid. (We do not even try to prove it). The electrons adjust themselves to the
instantaneous state of the ions.
At low temperatures it is sufficient to consider only small deviations of the ions from the

lattice positions. These are called "phonons”.

One arrives then for the ion positions at

Hion + E(Ry, ..., Ry) = H2, + Hyponon - (13)

mon

while for the electrons one has

Hel—ion Hol ion + Hel—phonon (14>

ITI. BRAVAIS AND RECIPROCAL LATTICES

To be written.



IV. BLOCH THEOREM

Potential of ions are periodic with periods being the vectors of the Bravais lattice.

2

H:—;nA+U(F), (15)

with U(F + R) = U(7) and R € Bravais Lattice.
We look for eigenstates:

Hy = Ey (16)
Bloch Theorem: eigenstates have the following form:
0, 5 (F) = ™ un i (7) (17)

where wu,, ;(7) is periodic, i.e., u_ z(7"+ R) = u, (7). In addition k € first Brillouin zone

while n € Z.

A. 1-st proof

We define translation operator Tz so that T f(F) = f(F + R).

1) T is unitary. (Unitary operators satisfy U~! = UT). We have obviously
T:'=T 3 (18)

R

To obtain TIT% we note the following

(1] Ty l6a) = [ droi(7)Tyoa()

= [ @i+ )
= [ drei(r— R)ou)
= [ @r(T i) a() (19)
Thus TL =T 5z =T5".
2) T commutes with H, [T, H| = 0.
TzHy = H(7+ R)Y(7 + R) = H(PW (7 + R) = HTz0 (20)

10



3) All operators Tz form an Abelian group, i.e., commute with each other.

Ty, T = T, T, = (7 + By + Ry) (21)

T Ty, =Ty, Th =15 (22)

1+ R,
This means that the set of operators H, T (all of them) have common eigenstates (a full

set of them).
Hip = Ey (23)
Tﬁiﬂ = Cﬁ¢ (24)

From unitarity follows || = 1. From commutativity of T: cj ¢z = ¢z 5 -

R are the vectors of Bravais lattice. Thus R = ni1di + nods + nsdasz. This gives
Cp = (Cﬁl)nl (052)n2 (053)713 (25>
We define ¢z, = ™. Then

_ _ S2mi(niz1+noxe+n3Ts)
cp=c¢e (26)

Now we start using the reciprocal lattice. We define k= > a:jgj where Ej are the elemen-

tary vectors of the reciprocal lattice. Then we can rewrite as follows
ci = ¢iFR (27)

Indeed, k-R= >l xjnlgj -y = 27 >_; wym; (for reciprocal lattice we have l;j a4 =2m6y).
Thus we obtain

T =™y, (28)

i.e., each eigenvector is characterized by a vector k. Thus we have

) = eFTu(i) (29)

where u(7+ R) = u(7). (We can define u as e~ 7).

11



Thus all the eigenstates are split into families characterized by different vectors k. Actu-
ally only k belonging to the first Brillouin zone (Wigner-Seitz unit of the reciprocal lattice)
(or any other primitive unite of the reciprocal lattice) give different families. This follows
from e!F+EOR — ¢kE Indeed, if k is outside the first Brillouin zone, then we can find K in

the reciprocal lattice so that ¢ = k — K is in the first Brillouin zone. Then we use

1

b = eFTu(F) = e KTy () = STTU(F) (30)

where (7)) = e~ K "y(7) and 4(F + R) = a(F).
In each family introduce index n counting the states of the family. The functions u

depend, then, on k € first B.Z. and on n. Thus, finally

Y = e Ty () (31)

B. Born-von Karmann boundary conditions

The B-v-K conditions read:
(7 + N;d;) = o(7) (32)
for j = 1,2,3 and Ny, Ny, N3 > 1. The total number of primitive cells is then N; Ny Ns.
This limits the possible values of k. Namely we must have eiNikd = 1. With k = > xjgj
where gj are the elementary vectors of the reciprocal lattice we obtain z; = m;/N;.
Although it would be better to chose all allowed values of k within the first Brillouin zone
it is simpler here to use a different primitive cell in the reciprocal lattice. Namely we can
chose m; = 0,1, ..., N; — 1. This gives
k= zjj %Ej , (33)
for m; =0,1,..., N; — 1. There are N = NN, N3 allowed vectors k.

The volume in the reciprocal lattice per one vector k-

Ak AksyAky = Ak - (Aky x Aks) = ]b\; : (]b\f x Jbv?)
1 2 3

where v =

12



To calculate a sum over the whole primitive cell (1-st B.Z.) we use

A3k Nv 3 V 5
z,g: a / AkiAkyAky — (2m)3 /d b= (2m)3 /d K (35)

C. 2-nd proof

We expand both the wave function and the potential in the basis of momentum states,

i.e., plane waves. Thus:
Y(r) = cqe'T (36)
q

The boundary conditions, e.g., those of Born-von Karmann make the set of ¢~=vectors discrete:

o m; o>
J N;
where m; € Z. The sum is not limited to the first Brillouin zone.

The potential energy is a periodic function (Bravais-lattice). Thus it can be expanded as
U =3 Uge'd™ (38)
o}

where Q runs over the reciprocal lattice. We have

1 =
Us =~ dV U(F)e @7 (39)

v JPU.
where the integration is over a primitive unit of the Bravais lattice and v is the volume of
the primitive unit. Since U is real (hermitian) we have U_5 = Us-

The Schrodinger equation now reads

. B2
E - B Lold T [ 2
(0 Zq;cqe ( 2mv —i—U)w
2 2

h°q iqF i(G+q)-7
= Z 5 Ca € 4 ;UQqu @+
q Q.q

A2 -
= Z 5 cge T+ Z Uscsge™" (40)
Q.

where in the last line we substituted ¢ — ¢ — @ The coefficients in front of each harmonics

must sutisfy this equation. Thus

h2q2
(E — 277’L> Cqg = Z U@C-;Q . (41)



We see that only ¢’s related by a vector of the reciprocal lattice influence each other. Each
such family can be characterized by a vector in the 1-st Brillouin zone. Thus, in each family
we introduce k and all the ¢’s in the family are given by k+ K , where K runs over the
reciprocal lattice. This gives
R2(k + K)?
(E - 72m CE—&-I? == Z UQCE—H?—Q . (42)
Q

The number of equations for each k € 1-st B.Z. is infinite as K runs over the whole reciprocal
lattice.

We will use index n to count solutions of Eq. (42). The solution number n is a set ¢, 7,

for all vectors K € reciprocal lattice. Since Eq. (42) is a Schrédinger equation and the sets

Co iR are the wave functions, they are orthonormal, i.e.,
* pE—
Z CTL1,E+I?CTL2,E+[? - 5”177"42 ) (43)
K

and complete

D O R R CniirRe = OR1 Ry - (44)
n
(Note that K serves here as coordinate of the wave function.)
The eigenstates in the coordinate representation then read
(F+R)T _ ik R _ k7, (=
Vi (M) =3 g €T =Y e g g €T = €T 1 () (45)
K K
where
un,lS(ﬂ = Z CH,EJrI? el " : (46)
K

Now, if we slightly change /;:, only the LHS of the equation (42) slightly changes. One can
expect that in each family n the states and the eigen-energies change smoothly. We obtain

bands.

D. Properties of the Bloch states

e Bloch states are orthonormal.

14



We obtain

’ = 3, i(ka+Ko—k1—K
/ RN AGENAC D DN R XN 3 / dPp efhr ki)

K1,K>

*
=V Z Cn1,131+1?1Cn2,k2+K25k2+K2,k1+K1 ’ <47)
Ki,Ko

Since El and EQ both are in the 1-st B.Z. we have 6,—52”32 R4k = 5,;1 1325131 Ry Thus

/d3T l/le,kl (F)¢n2,k2 (fj = V(;El,lgz Zczl,gl-&-ﬁlcn%gl'i'kl
R
= Vg &, Onims - (48)
In the thermodynamic limit V' — oo we have Vi ¢ — (27)36 (k1 — ko).

Basis of Bloch states is complete.

_ * L —iRy T iRy ik (Fa—71)
=>. > > Cr it By Cni+ Ry € € €
n

I
=[]
m .
=1
+
51
3
4
I
<
([@%)
—
et
|
i
S~—
S
e
©
N—

Crystal momentum

The vector Ak is not the momentum and the Bloch states are not eigenstates of the

momentum operator. Indeed
B, ;= —ihV, ¢ = hkY, ;+ 5V, ;. (50)
The vector %k is called "crystal momentum”.

Discreetness of states indexed by n.

The Schrodinger equation for a given k

R2(k + K)?
(E —— 5 | e = L Us%k g (51)
Q

can be rewritten for the function
up(F) =D g g e™. (52)
K

15



as
B2k —iV)? .

(E - — 5 | ug(") = U(P)ug(r) , (53)

accompanied by the periodic boundary conditions g (7" + ﬁ) = ug(7). The problem

thus must be solved in one primitive unit of the Bravais lattice and can give only

discreet spectrum.

This equation is the starting point of the so called kp-approximation or kp-

Hamiltonian. Indeed we can rewrite (53) as follows

((ﬁ— hiko)? h25k?

2m 2m

+ U(F) + :L(S/;ﬁ) UE(F) = (E — ) UE(F) , (54)

where p = —ihV and 6k = k — k. Assuming we have the solution for some value of

the crystal momentum ko we can then use the operator (%i/ m)él;: - P as a perturbation.

e The eigenenergies E_ ; are continuous (and analytic) functions of k. Quite clear from

the Schrodinger equation (53). No proof provided.

e Extension to the whole reciprocal lattice.

One can extend the definition of Bloch states 1 ; for k not necessarily being in the
1-st. B.Z. Then this function is a periodic function of k with the periods given by the

reciprocal lattice.

V. ALMOST FREE ELECTRONS.

We start from the Schrodinger equation

nA(k + K)?
(En,E - 2m Cn,EJrI? = Z Uﬂcn,l‘cﬁr[_(‘f@‘ (55)
Q
for the coefficients of the function
ung(f') = Z Cr iR T (56)
K
Renaming Ki=Kand Ko =K — Cj we obtain
R2(k + K;)?
(En,;; — o | i = LUk R Gk ks (57)
Ky

16



We start from the limit of free electrons U = 0. The solutions of (57) are trivial: for each
k from the 1-st. B.Z. we can find a set of vectors K, (k) such that

En,E =€

=— " (58)

(0) hQ(k’ + K n)Q

n,k 2m

and ¢, VR = On1. The vectors K’n(lg) should be chosen so that the discrete set of energies
E  is monotonically growing as a function of n. This leads to the "reduced” scheme of

zones, in which pieces of the parabola are shifted into the 1-st. B.Z. (see Fig. 1).

FIG. 1: Reduced zones scheme.

Now consider U # 0. First, Us_, gives a total shift of energy. Thus, we take it into

account and put UQ:o = 0. There are two possibilities:

1) For a given k there are no other vectors of the reciprocal lattice K, such that 61((;2) ~ 67(10?;

(more precisely the difference of the two energies of order or smaller than U). Then we are

in the situation of the non-degenerate perturbation theory. This gives for [ # n

Ui, & 5
Cnk+B T (0) o T owr) (59)
€k Gk

and for the band energy we obtain

Ug Uz -
_ 0 Kn—K;~ Ki—Kn 3
B p= €k + Z (0) l_ (lo) +0(U”) (60)
o Sk T Sk

The bands repel each other.
2) There are some (at least one in addition to K,) vectors K; # K, such that 61(012) R~ efﬂ%.

We denote all m such vectors (incluing I?n) by K; with [ = 1,...,m. The degenerate

perturbation theory tells us to solve the following system of m equations (j = 1,...,m):
hZ(E+ [?)2 m
(EE_%n'7 %+&f=§;lﬁa4a%+m (61)

Double degeneracy. Consider a special (but probably the most important) case when

17



FIG. 2: Bragg plane.

the degeneracy is between two energies corresponding to vectors K, and K. First we note
that the condition on & for this to happen coincides with the one for the Bragg scattering
of the X-rays. Namely, the condition of degeneracy reads |k + K| = |k + Ks| = |k + K; —
(Xl — K2)| Introducing ¢, = k+ l?l, P = k+ I?g, and K = l?l - I?Q (l? € reciprocal
lattice) we see that the relation between the wave vectors in the expanded band picture ¢
and ¢ is like between the wave vectors of the incident and the reflected waves in the Bragg
scattering, g1 — ¢ = K. Both have to end at the so called "Bragg plane” as depicted in
Fig. 2. In particular the condition on § reads |7} - K| = %|I€' |.

The eigenvalues are determined as zeros of the determinant of the following matrix
(62)

The solutions read

0 , (0) © _ (0\?
€1 T € €1k — €2k
E.= — 5 + (—) +|Uz|? (63)

In particular, the splitting exactly at the Bragg plain, where eg?,)c = eé?,)c is given by

Esr — Evp =2|Ug|.

A. Example in 1D

Extended, reduced, and periodic zone schemes.

18



FIG. 3: Extended zone scheme in 1D.

B. Lattice with basis, structure factor

Assume there are identical ions in positions d; (basis) in each primitive cell of the Bravais

lattice characterized by vector R. Each ion creates a potential ¢(7" — E— d;), so that
U =YY 6 - R-d). (64)
R J

The resulting potential U(7) is still periodic with periods being the vectors of the Bravais
lattice, U(F+ R) = U(7).

We need
U. — 1 dVU(fje_iK'Fz 1/ dVe_i]?'FZZ¢(F—§— _’.)
K v JPU. v JPU. =5 J
1 K7 - 7 1 2 *
- f/ Ve TS o(F — dy) = ~¢(K)S% (65)
U Jall space 3 v
where
o) = [ ome T (66)
and

Sp=Y b (67)
J

The structure factor provides a nice way to recover the proper Bravais lattice. This is
important both in Bragg scattering and in the Bloch theory. Assume we have a "bec” lattice

—

with basis vectors @, = af, d; = ay, and d3 = §(7 + i+ Z). We (wrongly) decide to treat

19



FIG. 4: Only black points are allowed.

it as a "cs” lattice with @; = aZ, dy = ay, and d3 = az and with two identical ions per
unit cell with dy = 0 and dy = 5(Z + ¥+ Z). The (wrong) reciprocal lattice is given by
K = myby 4 maby + mabs, where by = (21/a)Z, by = (27/a)7, and by = (27/a)Z. We obtain
for the structure factor

Sg =S €K — 1 4 grlmtmatms) (68)
J

Possible results are either 0 or 2. The correct reciprocal lattice is only those K for which
S = 2. It is easy to see that it is an "fcc” lattice (Fig. 4). Indeed no Bragg scattering appear
for points (vectors K ) with S = 0. Also no zone gap appears at Bragg planes corresponding

to such vectors!

VI. BANDS, FERMI SURFACE, ISOLATORS, SEMICONDUCTORS, METALS.

Index n counts bands. Number of state in a band is 2x the number of vectors & in the
1-st. B.Z., i.e., 2N.

Bands can overlap in energy.

20



VII. TIGHT BINDING

A. Wannier functions

One can show that the Bloch states can be presented in a different form:

U il) = 3w (7~ R) (69)
R
where
, 1 5 Vv d3k
o) =5 2 Uk = 5y (s Yer )
kel. B.Z.
d3k
= =(7) . 70
! /1 B.Z. (27r)3w”’k(f> (70)
By operation of translation we obtain
S B 1 > B 1 —ik-R =
wa(F=R) =< 3 $p(F—R)== > ™ (). (71)
kel. B.Z. kel. B.Z

Indeed, substituting Eq.(71) into Eq.(69) we obtain
. il iR _, L
(M) = e ST T (M) = Y S tng(P) = U, 5(F) - (72)
I3 gel. B.Z. gel. B.Z.

It is easy to check that the Wannier functions of different bands n are orthogonal. Also

orthogonal are the Wannier functions of the same band but shifted to different Rs.

B. Schrodinger equation for Wannier functions

Assume the total potential is a sum of atomic ones (for a simple Bravais lattice with one

atom per unit):

U(r) :ZUa(F_§> : (73)

Then from
A L -
Ho = =5+ 2 UulT = R) | 4,5 = Bz, (74)
R
we obtain
wR, (2 B hA . B N
B, ;> e (i = R) = —%JFZUCL(T—RO > e w,(F = R) . (75)
R i I3
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In the r.h.s. we separate the terms with R, = R from those where R, # R:

R 5 nA L\ B
E, i3 ", (F = R) = 3 (‘2 + Ua(7 - R)> e, (7 — R)
R B m
+ 50 Uu(F— Ry)e™ P, (7 - R)
R Fi#R
R2A N\ s B
= Z (—2m + U (7 — R)) e, (7 — R)
+ AU, By R, (7 — R) (76)
i

where AU(7, R) = X5 5 Uo7 — R1) = U(7) — Uu(7 — R).

C. Linear Combination of Atomic Orbitals (LCAO)

Simplest approximation for the Wannier function w = >_,, b,,¢,, where ¢,,, are the atomic
orbitals, such that H,¢,, = Eq.m¢m. This can be, e.g., a multiplet of the orbital momentum

L with 2L + 1 degenerate states (we omit the band index n). This gives

S b (B — o) S €5, (7 — Zb ZAU R)e* B, (7 — R) (77)

—

R
We have restricted our Hilbert space to linear combinations of atomic orbitals ¢, (77— ﬁ)
shifted to all vectors of the Bravais lattice. While we cannot guarantee that Eq. (77) holds
exactly (in the whole Hilbert space) we can choose the coeflicients b,, and the energy FEy
so that Eq. (77) holds in our restricted space. That is we demand that Eq. (77) projected
on all ¢,,(7 — R) holds. Due to the periodicity of the Lh.s. and the r.h.s. of Bq. (77) it is
sufficient to project only on ¢, (7).
Projecting on ¢;(7) we obtain

(Ez — By )b, + Z bn(Ez — Bap) 3 ¢ / Bt (7F)bm (7 — )

R
=Y Ze%kR/di”mﬁl AU (T, B) o (7 — ) | (78)
Introducing
In(B) = [ d'r6; (7)o = B (79)
and
hin(R) = [ d'r6; (AU (F, R)on (7 — R) (80)
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we obtain

(Bz — Bat)bi + 3 b (B — Ban) 3 ¢F 21, (R)
m R#0

= b > Ry (R) (81)
mR

This is a homogeneous matrix equation on coefficients b,,. To have solutions one has to
demand that the determinant of the matrix vanishes, This determines the band energies
E, & The number of bands is equal to the number of states in the multiplet.

It is necessary to note that we actually failed to produce a valid Wannier
function in this procedure. Indeed, in general, the eigenvectors of (81) b(™ are

/g—dependent (n is the band index counting different eigenvectors). Thus, for our

”Wannier function” we obtain
wa(F) = b (k)i (F) - (82)

As it is lz-dependent, it cannot be the Wannier function. Of course, there is no
problem if we have only one atomic orbital per unit cell. For the Bloch function

we get

and for the periodic part of the Bloch function we obtain

u, 5 (7) = 3 e ED S 0O (1), (7 — B) = 3 00 (k Ze"’“ $m(F—R) . (84)

—

R
Thus our method has actually reduced to building quasi-Bloch states from the

atomic orbitals:
() =3 e g, (P — R) (85)
R

and then looking for optimal linear combinations of these states

IEDIHOENIGE (86)

The proper Wannier functions are in general a bit more inviolved.
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D. Single orbital (s states), one band

We obtain oL
. z‘k~Rh R
=g, =) (87)

K
Assume that only nearest neighbors matrix elements, do not vanish (and also h(0)). It

—

is important to note that /(R) < 1. Thus
Ep~ E, +h(0)+ Y (h(R) — h(0)I(R))e™ T, (88)

ﬁen.n.

Then, for different Bravais lattices with one ion per primitive cell we obtain:

1) 1-D lattice with lattice constant a.
Ey = E, + h(0) + 2W cos(ak) , (89)

where W = h(a) — h(0)I(a).
2) sc-lattice, d; = aZ,dy = ay, d3 = aZ,
Ey = Eq + h(0) + 2W (cos(ak,) + cos(aky) + cos(ak.)) , (90)

where W = h(a) — h(0)I(a).
3) bee-lattice. One of the possible choices of the primitive basis is: @ = aZ, dy = ay/, d3 =

sa(Z + i + Z), however the nearest neighbors are at R = S(£r £y £ 2). Altogether 8

neighbors each at distance \/ga/ 2. We obtain
E; = E, + h(0) + 8W cos(ak,/2) cos(ak,/2) cos(ak./2) , (91)

where W = h(v/3a/2) —h(0)1(v/3a/2). (Interesting exercise: show that the reciprocal lattice

in fcc).

E. Alternative formulation of tight-binding method

Each primitive cell is characterized by states ‘ﬁ, m>. Index m can count either states of
the same atom or states of different atoms in the cell. For example in graphen we would

have m = A, B, where A and B denote sub-lattices. The overlaps of different states vanish:

(Ri,ma||Ra,ma) = 0, ,0mi,m,- One postulates a tunneling Hamiltonian
H= Z Z tm17m2<ﬁl - ﬁ2) ‘§2,m2> <]5£1,m1‘ (92)

R1,m1 R2,m2
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The Hamiltonian is hermitian, i.e., £, m, (R) = —R).

The Bloch states:

mg ml(

(s ZeiE'Eme ‘é, m> )
R’ m

(93)

The ”Wannier function” (see discussion above why it is not a valid Wannier function):

w=23,bn ’ﬁ, m>.

The energies and the coefficients b,,, are determined by substituting the Bloch wave func-

tion into the Schrodinger equation: Hiy = Epiy.
We obtain

Hl/JE = Z Z tml ,ma R1 RQ ’R27m2> <R1,m1’ ZelkRme‘R m>

R1 mi RQ mo

= Z Z elk'Rlbml tm1,m2 (Rl — Rg) ’RQ’ m2>

Ri,m1 R2,meo

— E]; Z eiERQ Z bm2
Rs maz

é27m2>

Comparing coefficients in front of ‘ﬁz, m2> we obtain

NA
e
ol

Z e’ ml m17m2(§1 - ﬁ2> = Lge
R1 mi
With B = R, — R,
Z e’ by tmy mz(é) Ek’bmz .

Rm1

We again have reduced the problem to a matrix equation.
Examples:

1) 1-D, m=0 (1 state per primitive cell)

For nearest neighbors tunneling E; = 2t(1) cos(ka).

2) Exercise: graphen.
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VIII. DYNAMICS OF BLOCH ELECTRONS

A. Semi-classical equation of motion of Bloch electrons

We want to describe the evolution of electron’s wave function when a weak and slowly

changing external field is added. That is the Hamiltonian now reads

_ (cmY - 2Am)
B 2m

+U(F) +eo(r) (98)

where for electrons e = —|e| < 0. The potential U(F) is periodic while A and ¢ change little
on the scale of primitive cell of the Bravais lattice (slow fields).
Our aim to prove that the electrons in the band n are governed by the following effective

Hamiltonian
e

Hegp = €, (—ﬁ -7

/T) +eo . (99)

B. Wave packet argument

We localize the electron of a certain band n into a wave packet:

o) = [ &k g(B), 1 (7) = [ dhg(Ryu, g(7e™ (100)

The function g(l;) is centered around a certain quasi-impuls k and has a width Ak such
that the width of the wave packet in the real space Ar is small enough. The two are related
as AkAr ~ 1.

The time evolution of the wave packet is given by
0(7.1) = [k g(Fyu, (70 (101)

We expand around /20 and €, . We assume one can approximate u,, p(7) = u, i, in the
whole interval of Ak. (This works in many cases but sometimes it is very important to take

into account the so called Berry curvature.) Then

e =
o N Z-_" e 'n;,k
(7, ) & u, . (7)™ / &k g(Rye’™" (==em). (102)
Thus we conclude that the wave packet propagates with the velocity
or  10e,i
= — = —_mf 103
Y ot h 9k (103)
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Assume now the electron is influenced by an electric field E. The work done by the field

pro unit of time is eE - . This work is "used” to change the energy of the electron. Thus

we obtain 5 . .
Oe €, i dk dk -
o on dat a7 (104)
Thus we obtain .
L (105)
a7

The quasi-momentum hk satisfies the same equation as the usual momentum for free elec-

trons!

C. Proof for potential perturbation (not for vector potential)

We consider the following problem

(—z‘hﬁ)2
H= B + U(7) + Uest (T) = Hoy + Uext (7) (106)

Here U is the periodic lattice potential and U, = e¢ is the external and weak potential.
More precisely what has to be weak is the external electric field, i.e., ~ ﬁUext.

We want to solve the time-dependent Schrdinger equation:

o
ih, = Hy (107)

We expand 1 (t) in basis of Wannier functions

W) = 3 a, fHwa (7~ R) (108)
n,R
Recall the representation of a Bloch wave function
¥, 5 (F) =3 e, (7~ R) . (109)
R
In this case a, 5= "R Wannier functions are given by
1
w =y X 0. (110)
Eel. B.Z.

and

w(F-R) =5 Y e ® i) (111)



First we investigate how Hj acts on the (shifted) Wannier functions using the fact

H0¢n’]; = Gn,k‘wn,k'

_ = 1 _ik-R 1 _ik-B —
How, (7 — R) = v Y e " Hyy, 1 (F) = v Yoo e e, w1 (7). (112)

kel. B.Z. kel. B.Z.

We use now the Wannier expansion (109) and obtain

R kel. B.Z
- Zen(él — Ryw,(F — Ry) , (113)
Ry
where
L1 -
en(R) = N Z en,kelk'R ) (114)
kel. B.Z.

The Schrodinger equation now reads:

mégf =ik a, z(t)wa (7 — )
n,R

= Hp = (Hy+ Uee)p = Y a,, 5, (t)(Ho + Uext)wny (7 — Ro)

na,Ra

= Z 7L2 R2 Z€n2 R2 wn2( - ﬁl) + Z an2,§2(t>Uextwn2(T_”—R‘2) .

n2,Ra na,Ro

(115)

The Wannier functions form a complete orthonormal basis. Thus we just compare the

coeflicients:
iha Z%R €n( R Rg)
Ry
+ Z ang RZ/dST’w )Uext(F)wnz(F_ EZ) . (116)
na, R2

The first term in the r.h.s. of (116) is rewritten as follows

Z anﬁgen(ﬁ - ég) = Z en(ﬁl)anﬁ_ﬁl = Z en(él)e_ml'(_iv)anﬁ
Rz Rl ﬁl
= eu(k — —iV)a, ; . (117)

—Ryﬁ

Here we have used a =e a, . That is already here we consider a,, 5 as a ”good”

nR R1

function in all the space, i.e., a, 5.
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The second term of the r.h.s. of (116) is approximated as

> g, [ w7 = BUea(Fn, (7= Fa) = Usa(Ra, 5 (118)
n2,ﬁ2

That is only diagonal matrix elements of Uy are left. Since Uy is slowly changing in space,
i.e,. it changes very little on the scale of a promitive cell, while the Wannier functions are
localized on the scale of the cell this approximation is justified.

Thus, the Schrédinger equation for the "envelope” wave function a,, 5 reads
iha, 5= |en(=iV) + Usa(F)| a, 5 - (119)

If we now "forget” that a, 5 is defined only in the locations R and define it in the
whole space, a, » we obtain a Schrodinger equation with the effective Hamiltonian Heg,, =

€,(—iV) + Ueye (7). In presence of vector potential it becomes (with no proof given here)

= € o
Hegp = €, (—ZV — hcA> +eo . (120)

D. Effective mass

We see that the operator en(—zﬁ) plays the role of the kinetic energy. The free kinetic

energy reads €gee = hz(:fl)g. In many cases the relevant values of crystal momenta lay around

an extremum of en(E) at k = k. Then one can expand to the second order

- - 1 0%,
En(ki) ~ 6(]{30) + 5 (M) E:EO (lfa — ko,a)(k?ﬂ — /{3075) . (121)

In analogy to the free case the tensor

1 0%
x—1 n
m === 122
( )aﬁ h? <8kaak5>];:% ( )
is called the effective mass tensor. In the simplest case when the tensor is proportional to
the unity matrix, i.e., (m*_l) 5= (1/m*)éq,p one cane introduce the effective (band) mass
Q,

m-.

For example in a simple cubic lattice we have
e(k) = const. — 2W (cos(aky) + cos(aky,) + cos(ak,)) , (123)

where in comparison to what we did earlier we change the definition of W so that W > 0.
The energy has a minimum at k, = 0 and the effective mass is obtained from Wa2k? =
h?k?/(2m*) and is given by

m* : (124)



1. FExample

Consider a semiconductor with fully occupied valance band and an empty conductance
band. The conductance band is characterized by an effective mass m* =~ 0.1m. That is
Econd(l;) = Boona + h*k?/(2m*), where E.nq is the bottom of the conduction band. An
impurity (dopant ion) creates a potential

62

Uyt = (125)

]
where € ~ 10 is the dielectric constant. The dynamics of an extra electron added to the

conduction band will be governed by an effective Hamiltonian which has the form of the

Hydrogen atom one, but with different parameters:

R2V2 €2

He :Econ_i_i- 126
i R Y e|r| (126)

The energy levels are known

m*et 1
En = Econ — T 5729 o 127
4 o2 2 (127)
The binding energy
* 4 * 1

me =™ SRy, (128)

2212 m &
where Ry ~ 13eV. Thus we obtain a binding energy of order 10~®Ry. The size of he bound

eh?
eZm*

~ 10%ay. Thus we obtain Hydrogen-like

state, i.e., the new Bohr radius is given by

bound states in the energy gap.

E. Classical equations of motion
Considering now the effective Hamiltonian classically, i.e., replacing —ihV with D we
obtain

h ch

This Hamiltonian is useful for description of dynamics of wave packets.

H=e, (ﬁ - ‘UT) + eg(7) (129)

The equations of motion read

p=-V,H (130)



The first equation gives

The second equation reads

d e ;
n = S u v

e . .
- EZ'UZ <8rj B 87“1‘ + 8T1> _evj¢

N € 0AJ
— C(’UXB)]‘FC;'UZ'% €V]¢
Using
d 0A; 0A;
A= 2 J 0.
a7 ot +ZZ.: ar;
we obtain

d e e/, = e 0A;

Introducing pii, = p — %ff and recalling that E= _%ag — ﬁgb we obtain

o~ ‘

d e
— Pkin =

o E(6x§>+eﬁ.

F. Only electric field

The equations of motion read

This gives

Or, one can invert the effective mass tensor and obtain

> (m*)iji; = eB; = F; .

J
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(134)

(135)

(136)

(137)
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These relations once again show the role of the effective mass. The mass tensor can have
negative eigenvalues. Then, the acceleration of the electron has an opposite to the force
(F = eE) direction.

Bloch oscillations!!

G. Concept of holes

Consider an almost full band. As an example take the sc lattice.
e(k) = const. — 2W (cos(ak,) + cos(ak,) + cos(ak,)) (140)

Near the top of the band, where the unoccupied states are, at ko = 7(1,1,1) the effective
mass is negative
}‘,—LQ
m'=——— . 141
2Wa? (141)

Instead one can introduce holes. The unoccupied states are now called occupied by holes,
while occupied states are unoccupied by holes. So a hole is an absence of an electron.

This is useful since the fully occupied by electrons band does not contribute to the current.
The current provided by the band n (we do not use the band index as we limit ourselves
here to a single band) is given by

Z > n(k,s)v(k k,s) = eZ/B.Z (27T)3n(k;,s) vk, s) , (142)

5 kel.B.Z s

where n(/;, s) is the occupation number of the state with crystal momentum k and spin
s = £1/2 (in the band n). The velocity’s components are given by

- 186]2,8
Valky8) = 5 ék: )

(143)

-

Here we generalized the band energy €(k) to depend on the spin index ¢(k,s). We did not
yet consider spin-orbit coupling. Thus e(l;) does not depend on the spin s. In general case,
when the SO coupling is present, it does. The time reversal symmetry requires in general
case e(k,s) = e(—k, —s). Thus v(—k, —s) = —v(k, s). In the absence of spin-orbit coupling
e(k) = e(—k) and v(—Fk) = —v(k).

The occupation numbers are between 0 and 1. For the fully occupied band n(l;, s)=1.
Thus we have

d5k K d3l<: e(k, s)

Z/BZ o =0 (144)

—eZ/
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The integral vanishes since 6(]2, s) is periodic with the period given by the vectors of the
reciprocal lattice.

For the holes we have the occupation numbers ny(k, s) = 1—n(k, s). A hole characterized
by E, s moves with the same velocity as the electron with E, s. This follows just from the
fact that Schrédinger equation for the state do not depend on whether the state is occupied.

Then we obtain for the current density

7= >3 /1 . éﬁl;gn(lg, §) (R, s) = 03 /1 . (;lﬂ’; [1 - n(F,s)] 5(F,s)
— _62/1.32 (;l&))nh(g,s)ﬁ(g, s) . (145)

Thus we can say that the charge of the hole is —e (that is positive).

Finally we recall the equation of motion

J
Defining the hall effective mass as mj = —m* we obtain

J
Thus if the electronic effective mass is negative it is more convenient to use the picture of
holes. They have positive charge and positive mass.
Thus far we characterized holes by the crystal momentum and the spin of the absent electron
E, s. It is more logical to say that the hole has a crystal momentum Eh = —k and spin s, = —s. We
also define the energy of the hole as e, (kp, sp) = const. — €(k, s). For the constant it is convenient
to chose the upper edge of the band. Then we can have the usual relation

Lo 1 Oe E,s 166E,S .
Uh(kh’sh):hh(agh):h (E)E )ZU(
h

—
)

k,s) . (148)

It is now easy to check that the usual relation is satisfied for the hole effective mass mj.

IX. BLOCH ELECTRONS IN MAGNETIC FIELD

For piin = p — %/Y we obtained

d e/, = -
JBan = (0% B) +¢E . (149)
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Recalling also that the effective Hamiltonian reads

= ﬁ—i Iy eop\r
H=¢, (h chA> + ed(F) (150)

we conclude that the Bloch wave vector is related to piin, i.e., hk = Din-

This gives for the case E=0

d - e /- -
k= (5(k) x B) (151)
where -
dr; ~ 1 0ey(k)
2 (k)= = ) 152
First, we observe that the energy is conserved:
de dk
— =hv-—=0. 153
at "t (153)

Second, the vector dE/dt is perpendicular to é, i.e. k, = const. if z is the direction of
B. Thus, in the k—space the motion is along lines of equal energy which belong to planes

perpendicular to B. One obtains these lines by cutting the equal-energy surfaces (e.g., the

-

Fermi surface) by planes L B.

FIG. 5: Fermi surface cut by a plane perpendicular to B.

Next we consider the trajectory in the real space. We obtain

= > e = e € = == o eB?
Bxk=3-Bx (5(k) x B) = > (5(k)(B)? - B(B - 6(k))) = — L (154)
where ¢/; is the component of the velocity perpendicular to B. Dividing by |§ | we obtain
bxk=—1u 155
X e UL, (155)
where b = B/|B|. Integrating over time from 0 to ¢ we obtain
- o - Be

bx (ki(t) —k1(0)) (FL(t) = 72(0)) (156)

"~ he

Thus the trajectory in the r"—space is obtained from the trajectory in E—space by a 7/2

rotation around the axis of the magnetic field and a rescaling by a factor hc/(eB).
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A. Closed and open orbits

If the orbit in the k-space is closed, then also the orbit in the r-space is closed (see

Fig. 6a). However, there exist situations when the orbit in the k-space is open (see Fig. 6b).

BO

[ BO

k(t)

"~ UAVA

FIG. 6: a) Closed trajectories;b) Open trajectories.

This happens when the Fermi surface reaches the border of the Brillouin zone.

B. Cyclotron frequency

Assume the direction of the magnetic field is z, i.e., b = 7. Also assume that all the orbits

are closed. We write the equations of motion

rx k=25 157
Z X e UL (157)
in components:
. eB . eB
kx = %’Uy s ky = —%Ux . (158)
From here we obtain
2 2 e’ B? 2 2 2
(dky)” + (dky)” = 22 (vg + vy)(dt) (159)

Introducing the length element along the trajectory in the reciprocal space dk =

\/(dk,)? + (dk,)? we obtain

dk  |e|B

—_— = — ,

dt — he
where v; = ,/v2 +v2. It is useful to introduce the so called magnetic length I} = @—%. We

(160)

get
=v , (161)



The inverted relation reads

dt =13 jk : (162)
1

For the period of the orbit we obtain

dk dk
T:l%}{—:hl%fa—, (163)
V1 de

where dq is the differential of the wave vector perpendicular to the trajectory (it must be
perpendicular because the gradient along the E—trajectory vanishes, since € = const.) and

laying in the plane of the trajectory, i.e., k, = const.. This gives

T = hi% j{dk’;’q@ - h@j{dkflz . (164)
dq

We choose the differential dg so that at any point of the trajectory k(t) we have de = const.,
i.e., de is independent of k(¢). We identify the integral along the trajectory in the k—space

/ dkdg = dS | (165)

where S is the area of the closed orbit. Thus

a8
— K12 22
T = hl3 e . —const (166)
One can also define the ”cyclotron mass”
n* 9S(e, k)
(6 k) = o-——, 167
mele, k:) = o —5 (167)
so that the cyclotron frequency is equal to
2 h B
o= P _ B (168)

T [Bm. cm,
For a simple parabolic band the cyclotron mass is equal to the effective mass. In more

complicated cases they are different (exercise).

C. Semiclassical quantization (Bohr-Sommerfeld) of orbits

We have seen that the effective Hamiltonian

H=e¢, (ﬁ - 64’) (169)



is obtained by substitution
We obtain
From

multiplying both sides from the left with zZ’x we obtain
— (A 5 —
hk, = -7 X B+ const. .
c
Thus

Cf(Fux B+ A)-ar

C

- —?E-fmxdﬂfjé[f-df
C &
= “(20+d)=-"0,
C C

where @ is the magnetic flux through the closed orbit (in 7-space)

(170)

(171)

(172)

(173)

(174)

. The quantization con-

dition reads ¢ p’- dr = 2whn (quasi-classics justified for n > 1). This is Bohr’s quantization

condition. More precise is the replacement n — n + 7, where v = 1/2 is called the phase

mismatch. We obtain

hc
o=-——(n+7)=2(n+7),

(175)

where &y = hc/le| is the flux quantum. The allowed areas of the orbits in the 7~space read

)
A, = —(n+7) (176)
B
and in the lg—space
1 B?e* @ 27 B|e] 27
Comparing now with ,
h* 0S(e, k)
me(e, k) = o e , (178)
and
2 |e|B
C e ) 179
w T CcMe (179)



we observe that the energy difference between the levels n and n + 1 is

1 h? 2w
1,k,) —en,k,) = 55— (Spe1 — Sn) = —— 5 = hw, 180
e(n+1,k.) —e(n, k.) as(ae;kz) (Sht1 ) orme 15 w (180)

Thus we obtain the Landau levels quasi-classically. In what follows we will obtain Landau

levels for a parabolic band exactly.

D. Berry phase and modification of Bohr-Sommerfeld
1. Transformation to the instantaneous basis

Consider a slowly changing in time Hamiltonian H(t). It is convenient to introduce a
vector of parameters y upon which the Hamiltonian depends and which changes in time.
H(t) = H(X(t)). Diagonalize the Hamiltonian for each Y. Introduce instantaneous eigen-
states [n(X)), such that H(X) |n(X)) = E.(X) |n(X)). Since H(Y) changes continuously, it is

reasonable to assume that [n(Y)) do so as well. Introduce a unitary transformation

R(t,ty) = Zln (X)) = Z!no> (n(xX(®)] - (181)

For brevity |ng) = |n(X(to))). Idea: if |W(t)) o |n(X(t))), i.e., follows adiabatically, the
new wave function: |®(t)) = R(t, 1) |¥(t)) o |ng) does not change at all. Let’s find the

Hamiltonian governing time evolution of |®(¢)):
ih|®) = ihR|¥) +ihR W) = RH(t) |W) + ihR|W) = [RHR™ +ihRR7'] |®)  (182)
Thus the new Hamiltonian is given by
H=RHR™' +ihRR* (183)
The first term is diagonal. Indeed
Rt 0) H()R(.1) = 3 no) (n(R(0)| HCZO) Im(2(0)) (o
ZE ) [no) (nol - (184)

Thus transitions can happen only due to the second term which is proportional to the time
derivative of R, i.e., it is small for slowly changing Hamiltonian. This can be seen as a
justification of the adiabatic theorem. The adiabatic theorem says that if the initial state
was one of the eigenstates |ng) = |n(x(%p))) then at time t the system will be with a large

probability in the state [n(Y(t))).
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2. Geometric Phase

The operator ihRR~' may have diagonal and off-diagonal elements. The latter is re-
sponsible for transitions and is not discussed later. Here we discuss the role of the diagonal
elements, e.g.,

—

V() = (nol thRR™ [ng) = ih ((¥(0)| n(X()) = ih ¥ (Fn(D)|n(¥)) . (185)

This (real) quantity serves as an addition to energy E,(Y), i.e., 0E,, = V,,. Thus, state

|no) acquires an additional phase

3P, = — / 6B, = —i / dt (R (X)) (1)) . (186)

This phase is well defined only for closed path, i.e., when the Hamiltonian returns to
itself. Indeed the choice of the basis |n(¥)) is arbitrary up to a phase. Instead of |n(Y)) we

could have chosen e~*»() |n(Y)). Instead of (185) we would then obtain

Van(t) = ifi (n(X(1))| n(X (1)) + hAL(X(1)) - (187)

Thus the extra phase is, in general, not gauge invariant. For closed path we must choose
the basis |n(X)) so that it returns to itself. That is |n(Y)) depends only on the parameters
X and not on the path along which ' has been arrived. This means A, (to) = A, (to + 7T,
where T is the traverse time of the closed contour. In this case the integral of A, vanishes

and we are left with

D perryn = 00, = =i [ dt GXO) (X)) = i [ &7 (Vn|n) (188)

This is Berry’s phase. It is a geometric phase since it depends only on the path in the
parameter space and not on velocity along the path. Physical meaning (thus far) only for

superpositions of different eigenstates.

3. Example: Spin 1/2

-

We consider a spin-1/2 in a time-dependent magnetic field B(t): b = € x b, where
b=D / |§ | and () is the angular velocity. The instantaneous position of B is determined by
the angles () and ¢(t). The Hamiltonian reads

1 —
H(t) = —3 B(t) - ¢ (189)
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FIG. 7: Time-dependent magnetic field.

We transform to the rotating frame with [®(¢)) = R(¢) |¥(t)) such that b is the z-axis in
the rotating frame. Here |¥) is the wave function in the laboratory frame while |®(t)) is
the wave function in the rotating frame. It is easy to find R~! since it transforms a spin
along the z-axis (in the rotating frame) into a spin along B (in the lab frame), i.e., into the
time dependent eigenstate ‘n(é(t))> = ‘T (E(t))> Namely R7![1,) = ‘T (é(t))> Thus the
simplest option would be

ip(t) _16(6)
2

Rl't)y=e 2 Te % (190)

However this option does not satisfy the periodicity condition. Indeed after a full rotation
that includes a change of ¢ by 27 has been accomplished 6(ty + T') = 6(to), p(to + 1) =
©(ty) + 27 we have

R (tg+T)=e 2 % e 7% = _R7\(¢) . (191)
Thus we choose instead
RUt) = eGP0 e P v o5 0s (192)
This gives
1 —
RHR ' = -5 |B|o. , (193)
and
. 1 1p(t 1 1 . 1p(t
iRR™ = 3 O(l —cosb)o, +e” 3 o <2gb sinfo, — 200y> Salel (194)
We obtain
e At
{ZRR }diag =3 (1 —cosf)o, (195)
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For the Berry phase this would give
1 7.
Dy/) Berry = $§ /(p(l —cosf)dt
The correct, gauge invariant Berry’s phase reads

1 1
D4/ Berry = j:§ /gb(cos@ — 1)dt = ﬂ:§ /dap (cosf —1) .

It is given by the solid angle (see Fig. 8).

FIG. 8: Solid angle.

4. Geometric interpretation

(196)

(197)

Once again we have a Hamiltonian, which depends on time via a vector of parameters

X(t), i.e., H(t) = H(X(t)). The Berry’s phase of the eigenvector |¥,,) is given by
t

t
(I)n,Berry = Z/<\Dn’atan>dt/ = 2/<\Ijn‘§f\pn>>€dt/ = Zf;<\pn|ﬁian>d>z .

to to

We introduce a ”vector potential” in the parameter space
which gives
(I)n,Berry == f gn(i)di .
c
Further
ooy = [ (Vi x A)-dS = [ B,-ad.

(198)

(199)

(200)

(201)

Thus the Berry’s phase is given by the flux of an effective "magnetic field” B, = ﬁi x A,.

Clearly, one needs at least two-dimensional parameter space to be able to traverse a contour

with a flux through it (see Fig. 9).
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X2

=
=<l

FIG. 9: Contour in the parameter space.
5. Modification of the Bohr-Sommerfeld quantization of cyclotron orbits

Consider again the effective Schrodinger equation for the periodic part of the Bloch

function u,, 7(7) )
)‘Um50ﬁ2=(f0§umg0§- (202)

Assume E(t) performs a cyclotron motion along a closed trajectory and also assume that
the band energy En(E) is well separated from the neighbouring band. Then an adiabatic
approximation can be justified. We consider then x(t) = E(t) to be a slowly changing
parameter and the system follows adiabatically being all the time in the state U, Bty It

acquires then the Berry phase

(I)Berry,n = —Z/dE <§kun7]‘€'

Up, ) (203)
The quantization condition should be now modified as follows

1 — —

5 %p ~dr'+ Pperryn = 2m(N +7) . (204)

(since n denotes here the band index, the Landau level index was changed to N). This can
also be seen as a change of the constant
@ Erry,n
Y-y — (205)
2m

Example: graphene.

E. Magnetic susceptibility

Magnetization: M
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B=H+4rM (206)

Susceptibility

= (5) (207)

For small H we have M = yH. Then B = (1+ 47rx)ﬁ = uﬁ. Finally

M=%=B= B . 208
I 14 4myx (208)
Ifx«lwehaveMzXB.
Internal energy
dU = dQ + dA = TdS — MdH (209)
Free energy
F=U-TS , dF =—-S8dT — MdH (210)
From here
oF
M=—|—-—
( 8H>T (211)
and
62F>
= (212)
OH? T,H=0

Thus we need the free energy F = —kpT In Z, where Z = 3, e~ Fi/(ksT),

1. Grand canonical ensemble

In the grand canonical ensemble we have instead €2 = —kgT'InZg, where Zg =

>N [e“N S, e Pin/(ksT) | For free Fermions this gives

Q=—kgT> In [1—|—exp (“_Ekﬂ . (213)
. kgT

F. Bohr-van-Leeuven Theorem

No magnetization due to classical motion of electrons.

Classical partition function:

7 = [/ d*rd®p exp (—ka)]N (214)
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and
+U(P) (215)

Integration over p eliminates the effect of A.

X. PARAMAGNETISM PAULI AND DIAMAGNETISM LANDAU

A. Pauli paramagnetism

H = HO + HZeeman . (216>
B’—»
Hzeeman = _9#132 d ) (217)
where g = 2, ug = 2‘;26.

The energy enters into the expression for ) as u — €. Thus for spin "up” we can say that
the chemical potential is p + ugB while for spin "down” it is u — ugB.
For the potential 2 we thus obtain

1 1 Ay
Q= 5 (Qo(p+ ppH) + Qo(p — psH)) = Qo + §MQBH2 0,u20 : (218)
We obtain
1 (8QQ> 1, 0%
Xpara = — 7> = —7UB . (219)
P V \0H? T H=04 V'E ou?

(Q should be divided by the volume to get the magnetization as density).
At T = 0 all states up to £ = Ep are occupied where £ = e+ ugB. In other words for electrons
with o, = +1 we have all states up to ¢ = Er + upB occupied. For o, = —1 we have all states up

to € = Er — upB occupied. The difference of total densities is given by
Er+psB Ep—upB
Ny —n_ = / v(e)de — / v(e)de ~ 2 Bu(Er) | (220)
0 0
where v(e) is the density of states (pro spin). The magnetization is given by
M = pp(ny —n_) =2u3Bv . (221)

Finally
X = 2,u]231/ = [LQBI/S , (222)

where vg = 2v is the total density of states at the Fermi energy (including spin).
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B. Landau levels

Consider now free electrons or equivalently a parabolic band. The magnetic field B | Z.

The vector potential is, e.g., A= (0, Bz,0). The Hamiltonian reads

w0 d ieB \° &
o g (9 b . 223
2m* (8:62 * <8y he JE) * 822) (223)
Ansatz
b = g(x)etrvet=? (224)
This gives
n? ) . ieB \? ikyy iksz ikyy ik z
Hy = o [W + (zk;y g x) ¢—k2o| e Fyyeihz — B ethuygth= (225)
Thus ) ) ,
heo[0% ieB R k>
_ i ) — =|FE— 2 22
2m* [3x2 * (Z Y he x) 4 ( 2m*> ¢ (226)
h: 9% h? eB \? h2k?
oo o eB > _ (g% 227
2m* 8:U2+2m<y he ! ¢ 2m* ¢ (227)
R 9%¢ B2 he \° h2k?
- - —k =|F— = 22
2m* Ox? + 2m*c? (x eB y) ¢ 2m* ¢ (228)
P o= (B ) (229)
2m* a2 g T N 2m* ’
where zy = f—gky and w, = %. We can also introduce 1% = ‘f‘%. Thus xg = [%k,.
The energy levels
=R ( 4 1) (230)
=5 welnt+g) -

C. Degeneracy of the Landau Level

The degeneracy is obtained by introducing the volume V = L, L, L. and introducing the

periodic boundary conditions in the y and z directions. Then k, = 2’2"2 and k, = 27Lmy. The
z y

k, values are also limited by the fact that xzy = f—gky € [0, L,]. Thus the number of states

for a given k, is given by %(/{:g‘ax — k) = L;ﬁy ‘eh‘f. The number of states in an interval
dk, for each Landau level is thus given by
L.L,eBL le| BV
dn, = —2—2dk, = ————dk, 231
" 21 he 2w (2m)2he (231)
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D. Landau diamagnetism

The energy levels

nk? 1
e <n+ 2) . (232)
with w, = lfL‘Bc
The number of states for a given k, is given by ’:Ly EB The number of states in dk, at
the level n
| |BL le| BV
dn,, = .= ———dk, . 233
" 27T he 27 (2m)2he (233)
We obtain
h2k2 1
L,Ly|e|B K me_th(n—'—i)
Q = —kgT In |1
5 o he §H(+6Xp( kT
00 h2k2 1
le| BV p— s — hwe (n+3)
— kT / dhk.In [ 1
o1 ehe 2 m e T
kBT| |BV
e 57 (1 3) o34
where
7 — AL TR
F(z) = / dk,In [ 1+ exp am® — (235)
~ kgT

We also introduce

= _R2k2
v) E/ dk, In (1 + exp (ka;T)) . (236)

We use the variant of the Euler-Maclaurin formula

Z F <n n ) / deF(z) + F/(O) o (237)
We obtain
m
duF(z / dyf(y) . 238
/ eF(a) =1 [ dui) (238)
Thus the integral contribution to §2 reads
kgT|e|BV 1 kgTm*V  r

Qe = — |y = =" [ dyy) = 239

We also obtain
F'(0) = —hw.f'(y = n) (240)



and the correction

1 kgTle|lBV . ., . 1 kgTl|e|BV 8 7
o0 = 24 (2m)2hc wel (1) = 24 (2m)%he e 8u2_/ f(y)dy
1 , 07 1 (heH\? &
= _ﬁ(hwc> aTﬂQo(/i) Y (m*c) aTLQQo(/ﬁ) : (241)

Thus

1 (0°Q 11 (en\® 02 pE /m\?2 9
b= =— — -0 :B( ) —Qo(p) . (242
Xd 1% <8H2>THO V12 (m*c) op? o) 3V-\m*/ Opu? ol#) (242)
11 =U,1

Comparing with

1, 0*Q
Xpara = _V,UB el (243)
and with ug = 2‘;’26 we obtain
1 /m\?
Y =~ (m) oura (244)

E. van Alphen - de Haas effect

The correction to 0§ in Eq. (241) is proportional to H?. The next correction is an
oscillating function of H with amplitude oc H*2. The magnetization M = —9Q/0H is
also oscillating and the amplitude of oscillations at low temperatures may become bigger
than the non-oscillating contribution. This is the van Alphen - de Haas effect (predicted
theoretically by Landau).

Qualitative explanation of oscillations due to changing occupation of Landau levels as

function of H.

XI. BOLTZMANN EQUATION, ELASTIC SCATTERING ON IMPURITIES.

A. Kinematics

For quasiclassical description of electrons we introduce the Boltzmann distribution func-
tion fn(lg, 7,t). This is the probability to find an electron in state n, k at point 7" at time
t. More precisely is f/V the probability density to find an electron in state n, k in point 7.
This means the probability to find it in a volume element dV is given by fdV/V.
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We consider both & and 7 defined. This means that we consider wave packets with both
k and 7 (approximately) defined. The uncertainty relation AkAr ~ 1 allows us to choose
both Ak and Ar small enough.

The electron density and the current density are given by

UGDESDY Fulk, 7, 1) (245)
n,E,U
2,5 € _ 7o
J(rt) = v Z U fu(k,7t) (246)
n,E,U
The equations of motion
d . . 1 [0e(k)
— =10 =— = 247
et (00 .
dk L e/, =
hor = —eE — - (#x B) . (248)

determine the evolution of the individual k() and 7(¢) of each wave packet.

If the electrons would only obey the equations of motion the distribution function would

satisty

Falk(1), 7(t),t) = fu(k(0),7(0),0) (249)
Thus, the full time derivative would vanish

d of B

i atJrkz ka+r Vf 0 (250)

However, there are processes which change the distribution function. These are collisions

with impurities, phonons, other electrons The new equation reads

df  of of
== E*k Vif +7 V. f = <8t>cu (251)

where (%)Coll = I[f] is called the collision integral.

Using the equations of motion we obtain the celebrated Boltzmann equation

o (Ba (5% B))-Fuf+ - Fos =11 (252)

B. Collision integral for scattering on impurities

The collision integral describes processes that bring about change of the state of the
electrons, i.e., transitions. There are several reasons for the transitions: phonons, electron-

electron collisions, impurities. Here we consider only one: scattering on impurities.
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Scattering in general causes transitions in which electron which was in the state nq, Ky
is transferred to the state no, ks. We will suppress the band index as in most cases we
consider scattering within a band. The collision integral has two contribution: ”in” and

Tout”: I = Iy + Lout.

The ”in” part describes transitions from all the states to the state k:
1= Wk, k) f (R, 7)1 = f (R, 7)] (253)
k1

where W(El, /;) is the transition probability per unit of time (rate) from state K, to state k
given the state Ky is initially occupied and the state kis initially empty. The factors f (/%)
and 1 — f(k) take care for the Pauli principle.

The "out” part describes transitions from the state k to all other states:
out ZW E E F)[l - (kh"?)] ) (254>

The collision integral should vanish for the equilibrium state in which

- 1
P = fo=—— (255)
exp (kéT“ +1
This can be rewritten as ~
e(k) —
exp (kLTN Jo=1—fo. (256)
The requirement Iy, [fo] + Tous[fo] is satisfied if
o k)| o (k)
W (k, k1) exp T | W (ky, k) exp T (257)

We only show here that this is sufficient but not necessary. The principle that it is always so is
called ”detailed balance principle”. In particular, for elastic processes, in which €(E> = e(l%),

we have

W(k, k1) = W(ky, k) . (258)

In this case (when only elastic processes are present we obtain)

Z W (k1 k) (R = f(R)] = DS W (k k1) f (k)L — f (k)]

k1

ZW Fa k) (f(k) = f(R)) (259)
Thus, Pauli principle does not play a role in this case.
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C. Relaxation time approximation

We introduce f = fo+ df. Since I[fy] = 0 we obtain

I[f] =Y W (ky, k) (5f (ky) — 3£ (K)) . (260)

—

k1

Assume the rates W are all equal and 327 0 f (k1) = 0 (no change in total density), then
I[f] ~ —6f(k). We introduce the relaxation time 7 such that
_of

T

1[f] = (261)

This form of the collision integral is more general. That is it can hold not only for the case
assumed above. Even if this form does not hold exactly, it serves as a simple tool to make
estimates.

More generally, one can assume 7 is k-dependent, 7;:. Then

G A (262)

Tk

We will keep writing 7 even if we mean that it is actually 7.

D. Condutivity

Within 7-approximation we determine the electrical conductivity. Assume oscillating

electric field is applied E (t) = Ee~®! The Boltzmann equation reads

€ i a1

(263)

_eﬁ.ﬁkf:(iw—j_) 5F (264)

edfo, . = /(. 1
Thus we obtain
sf=—T Ol g (266)

1 —dwr Oe *
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For the current density we obtain j(t) = je~ ™!, where

- e -
= —— > Uof(k)
4 Ko
2¢? T 0f S
- = I 5 E) G-
V —~=1—idwr Oec Up + B) U
d3k’ T (9f0 =
PR L Y Y )
© (27m)3 1 —iwT Oe (% - E) (267)

We define the conductivity tensor o via j, = 3., 0q.8F5. Thus

A3k T 8f0
ap= 20 [ L TS0y, 2
Tab ‘ (2m)% 1 —iwT Oe valip (268)

At low enough temperatures, i.e., for kgT < p,
B & 0e—p) -+ (keT)?6" (e — 1) (269)

Assuming 7 is constant and the band energy is isotropic (effective mass is simple) we

obtain

Ua?/B - -

2¢? s

T /u(e)de— Ofo

1 —wwr

2efrv(p) (A ; 2e*Tv(p) v
1 — 2wt 47

(270)

For dc-conductivity, i.e., for w = 0 we obtain

2e%rv(p)vt A
_ TVNF 5 p = ST 5

0'075 = 3 a,B (271)

where v, = 2v is the total density of states.

E. Determining the transition rates

Impurities are described by an extra potential acting on electrons

Usnnp(7) = 3 0(7 = @) , (272)

J
where @; are locations of the impurities.

In the Born approximation (Golden Rule) the rates are given by

2 -

5(e(kr) —e(k)) (273)

- 2
Wk, k) = -

Ulnp 1 &

lmp7k17
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where the delta function is meaningful since we use W in a sum over k1. Thus far we
normalized the Bloch wave function to the volume V. That is (5| ¢x) = V (this also means
that the Wannier functions were not normalized to unity but to v = V/N). For the matrix

element in the Golden Rule we need state normalized to 1. Thus we have
1 — — * = i(k—kq)7
Uit = 77 30 | AV 0(F = @p)u, (Fug(F)e R (274)
J

We assume all impurities are equivalent. Moreover we assume that they all have the same
position within the primitive cell. That is the only random thing is in which cell there is
an impurity. Then a; = 1%]- + da. Shifting by 1%]- in each term of the sum and using the

periodicity of the functions u we obtain

1 N . e
Uimp,EI,E = VZ e(k k1)R; /dVU(T—5a)ugl(f‘)uE(r)e (k—k1)
J

1 P

~ §ths T R 19
J
This gives
21 2 N iR (- R
Usnap ] = vz 10k Al X;e( DR =R) (276)
]7

This result will be put into the sum over k1 in the expression for the collision integral .
The locations ]%j are random. Thus the exponents will average out. What remains are only

diagonal terms. Thus we replace

U,

2
1mp,El,E‘

1
= 773 108, " Nimp (277)

where Nip, is the total number of impurities. In other terms what we perform is the
averaging over positions of the impurities.

This gives for the collision integral

10f] = X WkLE) (F(R) - £(R))

2w Nimp
= e 2l
k1

= i [ ks o S(e(R) = () (£(R) ~ £(F)) (278)

where Nimp = Nimp/V .
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We introduce the surface S defined by e(ky) = e(k) and then
d*k _dSdk, dSde

= = (279)
3
@rf @ (np|
Now we can integrate over energy and we obtain
- 2w ds(k - -

1N = 2y [ W) (£ - 1) (250)

h 9 de(ky)

(2m)3 ok,

Note that the density of states is given by

v = / ‘isae (281)

F. Transport relaxation time

As we have seen the correction to the distribution function due to application of the
clectric field was of the form 0f ~ E - @,. In a parabolic band (isotropic spectrum) this

would be §f ~ E - k. So we make an ansatz
of = =i~ gle) , (282)

where 7, = k/|k|. For isotropic spectrum conservation of energy means |k| = |k|, the
matrix element vy ; depends on the angle between El and k only, the surface S is a sphere.

Then we obtain

dQ
= ) 2
V= / (27)3 4r (283)
Thus
Q
d35 i VZ (284)
(27m)3 |5 @
and
27 ds? - -
116f] = 7 vt e al? (05 (R = 6£(F))
= nlmpl/\g\ /dQl 077, (COS@I*C”g.—COS@ElJ) . (285)

We choose direction k as 2. Then the vector k; is described in spherical coordinates by
Op, = 912,131 and ¢ . Analogously the vector ¢ is described by 6; = 9,;@ and ¢gz. Then
dQl = sin 9E1d9E1d¢E1'
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From simple vector analysis we obtain
cost; = cosOcos b +sinfzsinby cos(¢g — éf, ) - (286)

The integration then gives

nlmpy

116f] = I /sm9 dfg, Ao, [o(6r,)° %
X (cos 07 — cos Oz cos O — sinfzsin by COS(¢ ¢k1))
= T |1 cos [ sin g, d o020~ cost,) (287)

Noting that |g| cos 07 = ¢ - 1, = —0 f we obtain
2

Ttr

1o f] = (288)

where

1 T /de [0(8)[? sin 6(1 — cosb) (289)

Ttr

Note that our previous "relaxation time approximation” was based on total omission of

the ”in” term. That is in the T-approximation we had

-

ZW K) (3f(Ry) = 6f (k) ~ —of(k ZWE k) (290)

Thus

1 — — im .
. mhp” /d9 0(0)? sin . (201)
T =

k1

The difference between 7, (transport time) and 7 (momentum relaxation time) is the

factor (1 — cosf) which emphasizes backscattering. If [v(0)|? = const. we obtain 7, = 7.

G. Local equilibrium, Chapman-Enskog Expansion

Instead of global equilibrium with given temperature 7" and chemical potential p in the

whole sample, consider a distribution function f(7, E) corresponding to space dependent
T(7) and u(7):
1

exp [t + 1

fo= (292)

This state is called local equilibrium because also for this distribution function the collision

integral vanishes: I[fy] = 0. However this state is not static. Due to the kinematic terms in
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the Bolzmann equation (in particular vy, - V. f ) the state will change. Thus we consider the
state f = fo + df and substitute it into the Bolzmann equation. This gives (we drop the
magnetic field)

asf

5~ 1 B Villo+60) + 8- Vofo+6) = 1151 (293)

We collect all the 0 f terms in the r.h.s.:

We obtain
= fo = (€k - ,u) =
= T 2
V. fo e, Vi T V., (295)
and
Ao -~ (o e )_ f e = = o
S ((vﬂw eB)+ ST = 1)+ S+ 2 B Vidf — - VoS - (296)

In the stationary state, relaxation time approximation, and neglecting the last two terms

(they are small) we obtain

00 (G ot %) = 2
S ((VT;H—eE)—i— V)= (207)
5f = %vk - ((ﬁpw eB)+ 2L ﬁrT) . (298)

Thus we see that there are two "forces” getting the system out of equilibrium: the
electrochemical field: Eu g = E + (1 /e)ﬁu and the gradient of the temperature vT.
More precisely one introduces the electrochemical potential ¢, such that Eel.ch, - E+
(1/e)Vi = —Veran. = —Vé + (1/€)Vi. Thus ¢eren. = ¢ — (1/€)p. One also introduces
Hel.ch. = —€Pelch. = H — €.

On top of the electric current

2 o € - P
Je(rt) = v Zv,;éf(k, T, t) (299)
ko
we define the heat current
- 1 . -
Jo(7,t) = v Z(ek — p)upd f(k, 7 t) (300)
ko

This expression for the heat current follows from the definition of heat d@ = dU — udN.
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This gives

j Ku K Eq.
.ZE _ 11 412 ; l.ch. (301>
jQ K21 K22 VT/T
For the electrical current density we obtain
- € = -
JE = _V kaéf(k)
ko
= _V EZTH E |:UE . (eEel.Ch. + T VT>:| UE . (302)
Thus for K;; we obtain
Kllaﬁ Z Ttr Uk aVk,B - (303)
For K5 this gives
Klgaﬂ = — ZTU" Ek — u)vk,avkﬁ . (304)
For the heat current density we obtaln
jQ = *Z € — M Uk5f )
fo [~ = & — pe .
= VEZTH (ek—u)a [UE- (eE ch. T )] Uy . (305)
Thus for Ky we obtain
0
KQlaﬁ = %ZTH (Ek — /L) aé)vk’avk75 . (306)
For Ky, this gives
Kap = L > T %(ek — 1) Vg aVk g - (307)
V - Oe -
1) K13 is just the conductivity calculated earlier.
2) K15 = —Ky;. This is one of the consequences of Onsager relations. Thermo-power

etc. Ko # 0 only if density of states asymmetric around p (no particle-hole symmetry).
3) For Ky we use
dfo

e ~—0(e—p) — % (ksT)*6" (e — p) (308)

This gives

1 0
Konp = % ;;Z Thr a{O(Ek - M)2 Vk,aVk,8
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Oe
ds? 2
— 27y ; " (kT2 T vavs = —% (kT) 202700 s - (309)
Thus, for thermal conductivity x defined via fQ = —kVT we obtain
KQQ 27T2
R = —m = T k%TV'U%Ttr (310)
Comparing with the electrical conductivity
2
0= 5 VUETu (311)

We obtain the Wiedemann-Franz law:

k  KiT «w*

r_ B - 312
o e 3 (312)
H. Onsager relations
The relation
i Ky K Eqe
{E _ 11 a2 3 l.ch. (313)
Jjo Ky Ko vT/T
can be slightly rewritten to fit Onsager’s logic.
The entropy production is given by
JE
§ = / dv (314)

The last term expresses the heat brought to dV by the heat currents. We perform partial

integration in the last term and obtain

§ = /dV Je +/dva vf (315)
Thus
§= /dV (e - Xe + o Xo) (316)
with XE = £ and XQ = —E.

The linear response relations read

g Qu Qi | [ Xg Q11 Qi

jo Qa1 Qa ) \ Xo Qun Q| \ —

The Onsager theorem states that the matrix @);; is symmetric.

(317)

ﬁ‘é‘l S|t
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XII. MAGNETO-CONDUCTANCE, HALL EFFECT
A. Hall effect

We consider a situation when a relatively strong magnetic field B is applied and, on top
of that, a weak electric field E. For simplicity we consider € = 12k2/(2m), where m can be
the band mass.

The Boltzmann equation reads

of e (= 1,, = - R
at—h<E+C(UXB)>-ka+vk-Vrf:I[f]. (318)
We assume [I[f] = —57’0 (by 7 we mean 7). As long as we do not consider very high

magnetic fields where Landau quantization is important we still have the Fermi distribution
function fy for E = 0. However we no longer can neglect the magnetic force (Lorentz) acting

on the § f function. Thus the stationary Boltzmann equation for d f reads:

e = = e /. N
—ﬁE-kaO:I[éf]Jr%(vk><B)~Vk5f, (319)
or
=N 8f0 . 5f e - — -
We look for a solution in the form (in analogy to the calculation of conductivity)
> dfo
of =1eX -0 | = 321
r=rea (52 (321)
We obtain (using @ = fik /m)
= hre (Ofo) ¢ > . (PPh) -
Vidf = — <a€> X+ 1e(X - vg) ( 9e2 hvy (322)

The second term multiplied in the Boltzmann equation by o x B gives zero. Thus we

obtain
B () = —eX i () o (@xB) M ()R e
or
E-*k:)?-ﬁk—%(ﬁkxé)-)‘(’, (324)
or
E-tiy =X 0 —wr (G xb)- X, (325)
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where b = B/|B|. Note that now we assumed both e and m positive. However we should

also be ready to change the sign of one of them if we have holes. We make an ansatz for X:

where &= E/|E).
This gives

®
S
e

= Q@ T+ Bb- T + (X b) - T
— wer (T x b) (0@ + Bb+ (€ x b))
— Q@ T+ Bb- T+ (€ X D) - T
— wer [a(bx &) - B + (€ x b) - ( x b)]

= Q& T, + Bb- T + (X b) - Ty

— wer [—a(Ex b) - T + Y€ — y(b8) (b)) -

-

We collect coefficients in front of €'« ¥, b- U, and (€' x b) - U). This gives

We thus obtain

Thus

(326)

(327)

(328)

(329)

(330)

(331)

where 0 = 2 e*vpT0}, (With v being density of states per spin). With v(e) o /€ we obtain

n = 2(2/3)eprp we obtain
ne*tvsd  ne’r
o9 =

2 o *
2e% m

29
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This gives for the conductivity tensor (choosing b= )

1 —w.T 0

% 1 0
o=——
T+ w22 | T

0 0 1+4w?r?

The inverse tensor of resistivity reads

where pg = oio

Thus from E, = 35 pagjs follows

-,

E = po(f— wCTEX 7)

Hall effect. Hall coefficient

E, WeT
With w, = nfc we obtain
m* eB T 1

R= = .

ent m*c B enc

Note that for the hall coefficient R the sign of the charge is important.

B. Magnetoresistance

We obtained pg. = pyy = p.. = po = const.. Thus no magnetoresistance.

In general one should distinguish two cases

1. Closed orbits

We have obtained for the parabolic band (with only closed orbits)

1 —w.T 0
0o

o= ——>—
1+ w2r?

wer 1 0

0 0 14 w?r?
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(334)

(335)

(336)

(337)

(338)



At high magnetic fields w.7 > 1 we obtain

1 1

w272 T wer
o~ | L Lo (339)
0 0 1

2. Open orbits

For open orbits the situation is different. Imagine the open orbit is in direction k,, Then
there is a finite average velocity v,. Thus change of v, is possible exactly as in the case of

no magnetic field. This gives

I =50
o~ 0g ﬁ w21T2 01| . (340)
0 0 1
For the resistivity tensor we obtain
/2 w./2 0
p~po | —wr/2 WT?/2 0 | - (341)
0 0 1

Thus strong magnetoresistance. Namely 1) The Hall coefficient R is 2 times smaller; 2)
pyy 1s greatly enhanced. Since open orbits appear usually only for certain directions of the

magnetic field, one can expect strong dependence of p or R on the direction of B.

C. Quantum Hall Effect (QHE)

Qualitative discussion: Fig. 10.
The simple and somewhat naive explanation is provided in Fig. 11. As above we use the

gauge A = (0, Bz,0). The Hamiltonian (now in 2D) reads
w2 (o (0 ieB \’
He o 9 _wb 342
2m* (8302 + <0y he x) ) (342)

v = g(x)e (343)

Ansatz
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Pxyr kQ

Pxx Q

o N B O
..,..
f—

FIG. 11: Simple explatation. Black circles - occupied state, empty circles - unoccupied states.

This gives )
e 0%¢  mrw? 9
_ < (x— - F 344
om* O + 9 ($ x0> ¢ (ba ( )
where zy = f—gky and w, = LSJ*BC . We can also introduce (% = ‘ehl%. Thus x¢ = Ik,
The energy levels
1
F = hw, (n + 2) | (345)
Geometric quantization gives k, = 27ery The k, values are also limited by the fact that

Ty = e%ky € [0, L,]. Thus we obtain a set of "stripes” localized at x,, = 2wl3n,/L, in the
z-direction and being plane waves in the y-direction. Each such stripe is denoted by a small
circle in Fig. 11. Due to the potential walls limiting the sample, the energy of the ”stripe”-
states is lifted near the walls. Thus these states acquire a dispersion E(z,,) = E(k,). This in

turn means the states at the edge have a non-vanishing group velocity v, (k,) = (1/h)0E/0k,.
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These velocities are opposite at the opposite sides. Thus we obtain chiral 1D modes at the
edges.

Now assume the chemical potential at the right edge pg is different (higher) from that
at the left edge py. We would now have more electrons on the right edge, and they would
contribute more to the current in the positive y-direction. Let us calculate this extra current.

e e
I =— Z vy (ky) = T Z OFE 0k, . (346)
Y pr<B(ky)<pr Y pr<B(ky)<pr
We transform to the integral representation
E(ky)=
M dk, OB (k,) e e? 1%

)= —V = — 4
= 11) = 5V = - (347)

e
] = — =
h 2 0k, 27rh(

E(ky)=p1,
This caclulation was done for the edge modes of a single Landau level. If N Landau levels
are occupied, and the chemical potential is between the N-th and the N + 1-th levels, we

obtain

[ =NV/Rg . (348)

Thus the Hall resistance is given by Rk /N.

1. Relation to the Berry phase, Berry curvature, anomalous velocity, top. insulators

Here we follow Ref. [1]. We provide here only the results without proving them. We have
already introduced (see Eq. 203) the Berry phase acquired by a band electrons on a closed

contour in the k-space:
B perrym = j{ Ak (u, ¢ iV Ju, ) (349)
Here the quasi-momentum k € 1.B.Z. is considered to be a parameter. We can thus intro-

duce the vector potential:

—

An(E) = <unE

iVi|u, ;) - (350)
Using the Stockes theorem we can rewrite

® perrym = fd/%’- i, = /Sd§ (Vi x 4,) . (351)
We introduce thus the Berry curvature (quasi magnetic field)

Qn = ﬁk X ffn =1 <Vkun,g’ X ‘ﬁkun’,ﬁ . (352)



it turns out that the Berry curvature gives rise to the anomalous velocity, so that

B 1 0e(k) dk <
—haEJr(dt)xQ. (353)

<

(if a magnetic field is present the band energy € gets also an extra contribution of the type

—

—m(k)B). If only the electric field is applied we get

Ex Q. (354)

U= —

hook

g
h

Assuming the band is fully occupied we get for the current density

— [ — - -
=SR-S Ex (k) . 355
Ve zk:v( ) e 1.B.z. (2m)? (k) (355)
For example in 2D (xy) there is only one component of the Berry curvature, namely €2,:
Q. =i (O, ul O, u) — (Ok,u| Op,w)) - (356)

One obtains a Hall-like response with

e? d*k
oy = — Q. . 357
Ty = /1.B.Z. (27)? (357)
It turns out that the quantity
1
ne = —/ &2k Q, | (358)
27 J1.B.Z.

is a topological invariant called the Chern number. It is integer. Thus
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Ony = 53 NC - (359)

In most cases 2, = 0. This is so, e.g., if both time reversal and inversion symmetry are
present. However, of the time-reversal is violated (example: anomalous Hall effect), the
Berry curvature may appear. To describe the quantum Hall effect (strong magnetic field)
one should consider special values of magnetic field such that the flux through p elementary
cells is equal to ¢®y (g is integer). Then the magnetic field introduces the magnetic lattice
(roughly unit cell consisting of p elementary cells) and the magnetic Brillouin zone. Every

band splits into multiple topological ones with quantized Hall conductivity. See Ref. [2].
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XIII. FERMI GAS

We consider a collection (gas) of N free electrons (fermions with spin 1/2). The ground

state is given by

o) = I al,10) (360)

|k|<kF,0'
(some order of states should be chosen).

The value of kr is determined by the number of particles N. Namely

2V
(k<k:p,a \k\<kF 3”2
Thus kp = (37%n)"/3, where n = N/V is the density of electrons.
(ol A(r) [do) = D= (o] Wh(r) s (r) o)
77,]6/ eikr N
; kz \/V <¢0’ Ay 01/ & |¢0>
—zk’ eikr
Op i O(kp — |k|) = 362
= T3 S ke = k) = (362
A. One-particle correlation function
Go(r —1") = (o] WL(r) T (') |60) (363)

Meaning: amplitude to remove an electron with spin ¢ at 7" and insert it back at 7.
Clearly G,(0) = n/2. So we define g,(r — r’) such that G,(r — ') = (n/2)g,(r — ') and
9-(0) = 1.

Go(r—r1') = Z TR (ol i o [ 00)
Vir
Bk / 3(sinx —
k(=) _ (sinx — z cosx)

n
— - 364
k|<kp (27)3 2 a3 (364)

Y

where x = kp|r —r'|.
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B. Two-particle correlation function

Probability to find a particle at r* with spin ¢’ if at r there is already a particle with spin

g.
A - 5 A -
Goor(r = 1) = () (0ol W)LY, (), (1) o)
2 2 ~ ~ / /
= (2) 160l 1) () 66} = 85 = )6+ )] (365)
We obtain
/ 2 2 1 —i(k—k")r —i(g—q")r’ AT AT A ~
9o,07 (’I" - T ) = <n> W Z e & <¢0| a,k,o.azqﬁ/azq/’o./ak/’o. |¢0> (366)
k,k',q,q"

If 0 # ¢’ the calculation is simple

2

2
V—n> Z <¢0| ﬁk’,aﬁq,o’ |¢0> =1 (367>
k,q

Joor(r —1") = <

If, however, 0 = ¢, then we use Wick’s theorem (in this case it is not difficult to prove)

(ol d};v“d:rlﬂdq’,adk’,a [$0) = (Ok,k0g,q° — Okqr O,k )Tk, a Mg 0 (368)
Thus
2 \* (k) (r—r" 9(sin z — x cos z)?
ga,g(r — 7”') — (Vn) Z 1 — ¢—ilk=a)( )) —1— e
|k|<kF’|Q‘<kF
4
= l=gir=1)=1- 5G(r—7), (369)

where again x = kg|r — 1’|

There is a "hole” due to the Pauli principle. One can check that

g / Pr(go(r) — 1) = -1 (370)

Exactly one electron is missing. The radius of the hole ~ kz'. From the density we obtain
the volume taken by one electron 0V = 1/n. Radius of a sphere corresponding to §V is
obtained from 1/n = 6V = (47/3)r%. Thus, indeed, rp = (ﬁ)l/g = (%)1/3 kz'. In what
follows it will be useful to introduce a dimensionless parameter by dividing r by the Bohr
radius ag = h*/(mee?) and obtain

4

TR (9%)1/3 mee?

TS = — =
Qo hsz

(371)
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FIG. 12: Function gy ().
C. Jellium model, energy of the ground state

We consider now the gas of interacting electrons. There are N electrons in volume V. The
positively charged N ions are distributed homogeneously over the volume V. One neglects
the crystalline structure and considers ions as an absolutely homogeneous charge density

n = N/V. Thus the Hamiltonian of the electrons reads

A

i =3 [ { - 80,0) - 60000}

] A X R .
" O'Zo' 2 //d3r1d37“2 \1131(7’1)‘1’22(7"2)(](2)(7"1 —r2)W,, (1) ¥, (r1) , (372)
where
U@ (ry — 1ry) = “ ad U (r) = —/d3r’n(7") - (373)
! 2 |’I“1—7”2| B |T_T/|

Since the density of ions n(r’) does not depend on 7/, we obtain, that U®"(r) is also r-
independent (except for boundary effects) and is given by UV (r) = —nlU,, where Uy =
J d?’r%. This integral would diverge if V' — oc.

We want to calculate the average value of the Hamiltonian in the free electrons’ ground

state

E = (| H [¢0) - (374)

That is we do not look for the real ground state of H, but take the simple one (|¢o)) and

calculate the expectation value of the energy.
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1.  Kinetic energy

Eyin = <¢o|Z/d3T{—;1‘i’L(T)A‘i’o(T)} |Po)

k3 3 W’k
L DN L (375)
k| <Feo 2m 5! 5 2m
where e, = (3/5) E is the kinetic energy per electron.
2. Potential energy
Bpor = (60| 3 / Er{ BT (), (1)} [oo) = —n*VU = —nNUy . (376)

3. Interaction energy

B = (00l 3= 5 [ [ drad®rs ¥, () ¥ (ra)U (ry — ro) 0, (r2) 8, (1) [60)

01,02

= Z ; //d37"1d3’r’2 U(Q)(Tl - 7’2) <¢0| \i/];l (Tl)\ilgz (7‘2)\1/02 (rQ)\iJUl (7"1) |¢0>

01,02
2

1
= 3 //d3r1d3r2 U(Z)(Tl ) Z %galm(rl —T9)

1
=3 //d3r1d3r2 U (ry —ry) <n2 — > Go(r1 — 7’2)2> (377)

The first term in called the Hartree term. It gives

Fiartree = 1°VUy/2 = nNUy/2 = N?Uy/(2V) . (378)

It does not exactly cancel E, as sometimes (wrongly) stated. To get a full cancellation one
has to consider the energy of the ion charges interacting with themselves (not included in
the model). This one is also given by Eion_ijon = n?VU, /2. More logical within the current
model would be to say that E,o + Enartree = —MeiionV Uy + ngl‘/Uo/ 2 is minimized by

Nel = Nion = n. The minimal value of E,or + Enartree 18 given by —n?VUy/2.
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The second term is called Fock or exchange contribution
1
Eroac = —5 /d37‘1d37“2 UP(ry —r3) 3" Golry —12)?

= 3 [ErUO6) 607

o [ [kl el :
4 7] (kr[rl)
= _Neexch y (379)
where N
9mrne? (sinz — x cosx)? 3e?
exch =— — d = ——kr . 380
ot k3 0/ ’ z? i T (380)
Thus the total energy balance reads
E 221  0.916] e?
N Ckin T fexch =T 5 o 381
N €xin T €exch l 2 Y ] 2aq (381)

Minimum is reached for ry, ~ 4.83. This value corresponds to Alkali metals. Around
these values of rs the ground state of the Fermi see type is a good approximation.

For much bigger values, ry, — oo, which corresponds to a dilute limit, the energy per
electron approaches zero. It turns out one can find a better ground state with a smaller
energy per electron: the Wigner crystal. In this state the electron avoid each other and.
thus, minimize the interaction energy.

For ry — 0 the energy per electron becomes positive, thus it seems the system is unstable,
i.e., the electrons would be "better off” out of the system. This is however not so. In this limit
the Fermi gas is a very good approximation. The positive kinetic energy is still compensated

by the (infinite) negative energy (work function) [Epet + Enartree)/nV = —nlUy/2.

D. Hartree-Fock equations as a variational problem
One gets the same if one first tries to minimize the functional
E[®] = (P|H|D) (382)

under the condition (®|®) = 1. As Hamiltonian we have again (372). As variational wave

functions we take the Slater determinants built out of the unknown single particle wave
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functions ¢y ,(7), ¢2,,(r), . ... Using the book-keeping machinery of the second quantization

we get
B0l = X [ o) {58+ 000 00,00

+ Z ; //d?’md?’m Qb:;l,al (T1)¢22,52(7‘2)U(2)(7’1 - r2)¢n2702(T2)¢n1m (r1) ,

n1,01;n2,02

_ Z ; //d37”1d37"2 ¢;1,U(T1)¢2270(T2)U(2)(7"1 _T2>¢n2,a(rl)¢n1,o(r2) . (383)

ni,n2,0
Since we have to keep the wave functions normalized we have to add Lagrange multipliers:

E[®] = E[0] - Y&, / &r ¢t (1) (1) - (384)

Taking the variation §F/ 69}, ,(r) = 0 we obtain the system of Hartee-Fock equations:
2

Eutno) = { =g+ UV 6,00
£ 5 [ 6, o (r)UP 1 = 1), 0 ()6, 0, (1)

ni,01

5 [ [ b 0T 1 = 10600 (385)

XIV. FERMI LIQUID

A. Spectrum of excitations of the ideal Fermi gas

We begin again with the ideal Fermi gas (no interactions). The Fermi distribution func-

tion (the average occupation of a level with energy ¢;) reads

np = —: (386)

efsT 41

Here ¢, = % In general the density n = N/V is fixed. Thus the chemical potential is

temperature dependent, p(7T"). We define e = fi—:% = 1(0). One can obtain ky = (372n)"/3.

At T = 0 the Fermi function is a step function np = 6(ep — €;). At T" > 0 the step
gets smeared. This can be thought of as a result of excitation of "quasiparticles”. Namely,
assume we transfer one electron with energy €; < €r to a state with energy e > er. The
energy we have to pay is equal to €5 — €. We say that we create two quasiparticles: 1) one of

the particle (electron) type with energy & = €5 — e and the other of the antiparticle (hole)
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type with energy & = ep — €;. (One uses here the name "hole” again, although these holes
have little to do with the holes introduced earlier for band electrons with negative effective

mass and/or almost filled bands). If both ¢; and e are close to ex we obtain

i P = -
b= 27711 a ﬁ ~ (p1 — pr)pr/m = vp(p1 — pr)
¥ 3 = —
& = 2m  2m ~ (pr — p2)pr/m = vr(pr — p2) (387)

It is instructive to study the dependence of the total energy hw = & + & on the total
momentum hq = p; — pa. It is easy to show that

h2q(q + 2kp)

for q < 2kp 0<hw<
2m

h2q(q — 2kp) e = n?q(q + 2kp)

f 2%
or 4= 2m 2m

(388)

Provide picture. Exercise: structure factor, reveals the spectrum of quasiparticle - hole

continuum.

B. Landau hypothesis

Fermi liquid is a state (one of the possible states) of fermions (electrons or He? par-
ticles) with interactions. The interactions can be strong. Nevertheless Landau proposed
the following: At low temperatures (when there are not many excitations) the
excitation spectrum of the Fermi liquid has the same form as that of the free
Fermi gas. Namely, the excitations are characterized by their momentum. There exists
a special momentum pg related to the density of the liquid. The energy of quasiparticles
reads & = vp(p1 — pr) and of quasiholes & = vp(pr — p2). Now vp is just a parameter
with dimensions of velocity. One can also introduce an effective mass via m*vgp = pp. This
effective mass has nothing to do with the band effective mass.

The Landau Hypothesis can be proved by the diagrammatic technique (course TKM 2).
Here we just provide a motivating argument about weakness of relaxation in a Fermi gas
with weak interaction. We consider an initial state with a filled Fermi see and in addition
we have an electron (quasiparticle) with momentum pj and energy €; (§; = ¢, —ep > 0). We
assume p; ~ pr and § — 0. More precisely {; < ex. The only possible scattering process

should take an electron below the Fermi level with energy e; < ep. Two "new” electrons will
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be created with energies €] > er and €}, > ep. We have €1 +e3 =€) + €, or &+ & =& + &
with & > 0, & < 0, & > 0, and & > 0. The energy &} is given by the energy conservation.
Two energies & and & are "free”. We obtain |&| < & and & < &. Thus, the volume of the
phase space available for the scattering process can be estimated from above to be smaller
than 12£2, where v is the density of states at the Fermi level. Of course one also has to take
into account the conservation of momentum. In 3D this does not change the result and one
arrives at the scattering rate: v ~ & /ep < &. Thus, it is the filled Fermi sphere which
prevents particle from scattering. This is why quasiparticles with a given momentum have
long lifetimes. In a Fermi liquid the quasiparticles will have energies of order kg7'. Thus

they are "good” quasiparticles and the Fermi liquid description holds as long as kgT' < €p.

1. Implications

One of the important implications of the Landau hypothesis is the fact that the specific

heat is still given by the formula similar to that of the free gas:
2
Cv = I Tw(p) (389)

where v is the (total including spin) density of states at the Fermi energy. However in a

Fermi liquid it is given by
Ve = . (390)

w2h3

Here instead of the free mass we have the effective mass.

C. Gas model

Once having postulated the quasiparticles near the Fermi momentum pgr with the effective
mass m* we can ”go back” and postulate a gas of (quasi) particles with mass m* which fill
the whole Fermi see. We describe it by the distribution function nz, such that at 7" = 0
all states with p < pp are occupied. At low temperatures this description is equivalent to
the one with quasiparticles. We postulate that the energy eigenstates are product states
characterized just by the occupation numbers n,, = 0,1, with n,, = (f,,). Then the
entropy of the system is given by

S = —kp Z [Mponng,, + (1 —n,,)In(l —n,,)| . (391)

p?o—
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This expression follows from the definition S = —kg >, wsInw,, where s denote the mi-
croscopic states characterized by which one-particle states are occupied and which are not.
The probability of a particular microscopic state w; is given by the product of occupation
probabilities n, for occupied one-particle states and 1 — n,, for unoccupied ones.

Proof: Assume we have already computed the entropy Sy, for a set of momenta {p} =
(p1,p2,--.,pn). That is only the states from {p} can be occupied by particles. We have
Sipy = —kB >, ws Inw,, where s is restricted to the appropriate occupation states of {p}.
We want to add to the set another momentum ¢. The new macroscopic states have the

probabilities wsn, if the state ¢ is occupied and w,(1 — n,) if it is not. Then

Spra = kY [wangIn [weng] + wy(1 = ng) In [ws(1 = ng)] |

s

= Sy — ke [ngInng + (1 —ng) In(1 —ny)| . (392)
Thus, the expression for the entropy follows from the combinatorics and has nothing to do
with the energy of the states characterized by the occupation numbers.

In a free Fermi gas the (average) energy would read E = X, ; €,n,,. From this follows
the variation of energy for a variation of the occupation probabilities dn, namely dF =
> opo EpONp o

In the Fermi liquid theory one uses a slightly more general relation. One considers the
distribution function as a matrix in the spin space n, = n,.3. While in the free gas it was
sufficient to fix a spin quantization axis and to consider only diagonal matrices n,, = np o,
in the Fermi liquid theory the spin-spin interaction between the quasiparticles makes a more
general consideration necessary. Thus the basic relation reads

0E =" €popOnppe =Tr> & 0n, . (393)

p,af p

The trace is over spin variables. The relation (393) serves in the Fermi liquid theory as the
definition of quasiparticle energy €,. That is creating a particle with momentum p would
cause 0n, and a respective change in £. However in the Fermi liquid the energy is not
given by a sum of single particle energies: £ # Tr", €,n,. Rather €, is a functional of the
occupation numbers for all momenta {p}: €, = €,(dn,,, 0n,,,...). Here by dn, we mean the
deviation from the T' = 0 step function.

We rewrite the entropy in the matrix form

S =—kgTr) [A,Inn, + (1 —7,)In(l —n,)] . (394)

p
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Using 0N = Tr 3", dn,, we look for a maximum of entropy for a given average energy and
average number of particles. Thus we maximize S’ = S 4+ aF + SN. From the condition

05" = 0 we obtain

A(p) = [exp (%’;B_T“ ) + 1]_ , (395)

where p and T" are related to o and 5. (To prove it is better to diagonalize n, for each p.)
Have we obtained the usual Fermi occupation probability? Not really. Since €, depends
on occupation numbers of all other states, we cannot independently determine 7.
At T = 0 we can define e = p(T = 0). Note: It is a remarkable fact that the relation
kr = (372n)/? holds also in the Fermi liquid, i.e., the value of pp = hkp is unchanged (proof

of this is not simple).

D. Landau function f
If one varies the occupation probabilities one obtains for the energy functional €, ,
A~ 1 r / ~
5y = -3 F 0. Oy (396)
p/
The same with indexes reads

1 /
56107045 = V E :f(pap )aﬁ;’y& 5np’,'y§ . (397)
p/

In the Landau theory one postulates the function f (p,p’) to be independent of on,. Thus
one postulates that the ”quasiparticle energy” €, is a linear functional, while the total energy
E is the quadratic functional of dn,. Here, again, 0n, are the deviations from the 7" = 0

step function. Thus we obtain
A~ 2 1 r / A
Ep_EF:UF(p_pF)1+VZf(pvp)5np" (398>
pl

Obviously the function f(p,p’) is symmetric: f(p, 2 )agqe = (', D)r6.08-
Only the momenta at the Fermi surface are important. Thus it is convenient to use the
function vg f (p,p'). Then in an integration over p’ only the angular dependence will remain.

Usually the function f (p,p’) has spin-independent part and a spin-dependent part:

vp f = F(0)1 + G(0) 55 . (399)



Here 0 is the angle between p and p’. The form with explicit spin indexes reads
Vg faﬁﬁg = F(9>5a56'y5 + G(9)5a5575 . (400)

The second term has the usual form of exchange interaction.

E. Zero sound

Here we disregard the spin degree of freedom. The Landau function f modifies the

Boltzmann equation. Namely, assume we have an r-dependent deviation from equilibrium:

n(p, r, t) = nO(p) + 5n(p, T, t) . (401)

We use €, as a Hamilton function of the particle and conclude that the equation of motion

(with the external force ﬁext, e.g., —eE) reads

ds_F %%

Se_p., % 402
al’ =TT o (402)
We obtain
e, 0de, 1 00Ny
—P _ —— 4
(we omit the spin indexes). Analogously
d_ Oe
The Boltzmann equation reads
0 -0 -0
NI AL S Ly 1 (405)

We retain only first order terms (omitting thus a correction to 7 ~ vpn) and we assume

Fext =0:
oon _0dn  dde, Ony
_— — = _[
TR T ) (406)

Here 7 is a unity vector in the direction of p.

We consider oscillations with high frequency w7 > 1. Then one can neglect the collision

integral. Taking into account that Ong/0p = —vpiid(e) — ep) we obtain
don aon 1 0on,y
— —»5 - / p — )
o + vpn 7 + vpnid(e eF)—V gp/ f(p,p") 57 0 (407)
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We look for a solution of the type on = x(7)d(e) — eF)ei(EF_‘“t), where z(77) is an unknown

function of the direction 7. We obtain

(w — vpitk)z (i) = vpitk / ‘m: v f(0nq)x(i) . (408)

4
We chose direction of k as Z and introduce s = w/(kvg). This gives

dS),,
A

(5 — cos )z(8, ¢) = cos / F(O.)2(0, ) (409)

Simplest case: F' = Fy = const. If s > 1, i.e., the sound velocity w/k bigger than vp we

have a solution of the form

cos
0) = te—m . 410
x(0) = cons p—"" (410)
Discuss: shape of the deformation.
To find s substitute (410) into (409). The condition reads
F2msinddd  cosf
F / —1. 411
0 J 47 s — cosf (411)
With y = —cosf we obtain
1
dy vy s, s+1
Iy | = = —Fy+ Fy=1 =1. 412
0712s+y 0o+ 05 My (412)

Solutions exist for Fy > 0. Discuss the case Fy — 0, s — 1. The deviation from equilibrium

only for small 6.

XV. PHONONS

We come back to the potential energy Vio, (see Eq. (12)) describing the interaction energy
of slow ions due to their direct Coulomb repulsion and due to the electronic ground state
energy.

The positions of ions are given by

* =R, +a" . (413)

n

where R, are the Bravais lattice vectors. The superscript k stands for the ion number £ in

the unit cell. The deviations are denoted by @* or in components by uga, where a =z, vy, 2.
As ufm = 0 is the absolute minimum of the potential energy we can expand and obtain
1 e,k '
Vien = Vo + 5 Z (I)n:n’;oc,ﬁ U’ITCL,a uﬁ’,ﬁ (414)
n7n/7a767k7k/
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The equations of motion:

-k o k7k/ K’
MkUnq = — Z L0088 (415)
n/7/87k/

. kK . .
The coefficients @, 5 have certain symmetries:

1) Translational symmetry

n7n,;a7B -

koK 3B kK
o O(R, — Roy)l (416)
2) Symmetry (partial derivatives are symmetric)

Rk =k (417)

nﬂn/;a)ﬁ n/7n;ﬁ’a

3) Homogeneous shift should not produce any force

S0k, =0 (418)

n',k’/

It is very useful to introduce amplitudes AY , = \/miu; .. We look for solutions of the
following form

AF = Al (g) ¢ (TRnmwt) (419)

or equivalently

up o = /\1/%%? ¢! (@Fn—wt) (420)
The eigenmodes are found from
det(w?1—D) =0, (421)
where the matrix D is given by
DY (@) = 3 Dty e U0 0)
= ; mimk, QK el Rur) mimk, ()t - (422)

We have introduced the Fourier transform, which is defined via B(q) = 3, B,e %" and
B, = (1/N)3,B(q)e""*. Here N is the total number of the Bravais cells in the lattice
(N = N1N3N3). The wave vector ¢ belongs to the first Brillouin zone. It is quantized due
to the finite size of the crystal.
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From the symmetry ®*%, = &% follows that D’;g(cj) = [Dglf((j)]* This means

n’n/;aﬁg - n,’n;187a
that the matrix D is hermitian and that 3M solutions exist, where M is the number of ions
k

in a unit cell. We denote solutions by the subscript j: w;(¢) and e} ,. The eigenvectors e |

should be normalized (see below).
Since @ﬁ:il,;aﬁ are all real, it is easy to show that Di’,gl(_@ = [Dig(q_)]* This means
that
wi(=q) = w;(q) and  ef,(—q) =[5 (D)]" - (423)

Now consider the limit ¢ — 0. From the property >, F = 0 follows

n?’n‘,;aMB

Zn/,k/,/mkmk/DZ’,Z/,;aﬁ = 0. This in turn means Zk,,/mkmk/Diig/(cf = 0) = 0. There
are, therefore, 3 modes for which w;(0) = 0. In these modes €% ,(0)//my is independent of

k

k. That is all ions are shifted exactly the same, i.g., u;;

. 1s independent of k.

All other 3(M — 1) modes are optical. We obtain from the equation of motion for ¢ = 0:
A0 g A

2
w(0)my ——= = o . 424
O = g e e
Using again Y, » @iinl,;aﬁ = 0 and assuming w(0) # 0 we sum over n, k and obtain
AL(0) b
> omy == = myul(0) =0 (425)
k VI k
Thus in optical modes the center of mass is constant.
Acoustic modes are divided into 1 longitudinal and 2 transversal.
A. Quantization of phonon modes.
The kinetic energy of vibrations reads
1 1 .
T=5 > mullne)’ =5 D (An.)° - (426)
2 n,k,a 7 2 n,k,a ’
The potential energy reads
1 k,k' k K 1 k.k' k K
U - = Z @nm/;a,B unya un/76 - = Z Dn,n’;a,ﬂ An7a An/75 . (427)
n,n’,a,B,k,k' n,n',a,B,k,k’'

The Fourier transform of the D matrix DZ”Z/ (¢) is a Hermitian matrix. Thus, it has 3M

orthonormal eigenvectors el ,(¢) with real eigenvalues w?(g):

> alelal” = 01 (428)
a.k
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Another property is
65':76,(_@ = [eia(q_)]* (429>
We expand the amplitudes A%, () using the eigenvectors e (q):
AN ) =2 VNQ(@. 1)) - (430)
J

The normalizing factor v/ N is chosen to simplify the later expressions. We obtain

1 R
AL (1) = - Y Ak(G ) T
q

1 o\ o
N > €@ Q (g t) e (431)
i

where N is the total number of unit cells (N = Ny N,N3). Since A% (t) is real we must have
Qi(=q;t) = [Q; (g, 1)]"-

Using othonormality of the vectors €% ,(¢) we obtain
1 o2 1 . .
T=32 Q@0 = 3 2 @i DQ(=) , (432)
j7q' J’q
and for the potential energy we obtain

U= S@IQE 0 = 5 L@ Q@Q (i) - (433)

j7§

N | —

To formulate a Lagrangian theory it would be better to have real coordinates instead of
complex Q;(q). Alternatively one can use @Q;(¢) and Q;(—¢) as independent variables.
To simplify we will suppress the index j and use Q(q) = Q.

The conjugated variables:

oT .
1= 55, = @ (134)
The Hamiltonian:
1 1
H = %:Pqp_q + 5 2w QuQg - (435)
24
We introduce the creation and annihilation operators:
a:rl - ! (qu*q - qu) )
V2wq
1 :
ag = —— (w,Qq +1iP_,) . (436)

[\
5

The inverse relations

Q. — Gq +aT_q
q )
V2wq
W
P, =1 ?q(ag —a_g) . (437)



This gives
1
H=> w, (aj]aq + 2) : (438)
q
It is important to express the physical field ufm

Ak 1 . =
un a = e = [ a q Q . q 67‘an
’ vmE vV Nmy % (@) Qi)

- s > [@0 (@ ™+ Q=D fal-D e

e (@) €T+ al ek (@) e (439)

1 Z 1 [a
A Nmy ~ \/w—q 5, 7 de

B. Phonon density of states

d3q ds 1
D(w) = / O(w — w; = / = 440
( ) Zj: (271')3 ( ](Q)) zj: (27_‘_)3 ‘qu]" ( )
Van-Hove singularities: ﬁq wj = 0.
For ¢ — 0 we consider only acoustic phonons. We obtain
ws = ¢s(7ig)|q] (441)

where s = 1,2, 3 counts the acoustic modes.

Then
B dQ, ¢*(w) L aQ, 1 :3w2 1
D) =3 [ tonti ey = 2 Gan iy ~ 200 <> U

<é>5;2/ﬁ}@ég' (443)

where

C. Specific heat

Bose function:
1
N -
G eBhwjq 1

(444)

where 8 = (kgT)~'. The chemical potential ;1 = 0 since the number of phonons is not fixed

and in the ground state there are no phonons.
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The internal energy

1
U= Z hwj,q (nM -+ 2) = U() + Z thq nj,k .

Jq J:q

Specific heat
10U

V=5 o

Two universal properties:
1) Maximal frequency of phonons
2) Linear dependence of w(g) at small ¢ and w (sound waves)

allow for high- and low-temperature expansions.

1.  High temperatures

kT > hwma, (only for acoustic phonons).

10 kT 1 fiw 1 (hwsg\’
= — — h - - 5,4 - S,q
Cv = v g7 LT hw&q( 2 kel | 12 (kBT> *
N 1 A% {w?)
A I T
; Bv( 12 (kD)2 ) ’

(the first term is Dulong-Petit law) where

1
2 2
<ws,q> = 37N qu WS,q

(445)

(446)

(447)

(448)

(449)

If the temperature is also higher than the maximum frequency of he optical phonons,

then 3 — 3M. All phonons contribute.

2. Low temperatures

kT < hwpma, (only acoustic phonons relevant).

&
)

1 x> 1.
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19 1

= = D

Cy v 8Tszq:hw8 Ms.q aTzS:O/dw (w)hweﬁhw 1

3 /1\ 0 « T hu? 3 /1\ 0 1 7, 4P

= o <@>w§0/dweﬁhw_1 = 5 <>8TZ 53@40/‘%_1
3 /1\ 4kAT? T 4B 3 1\ 4kLT? 7t

_ o0 /L -2 T 451
272 <c3> E /dm -1 22\ W 15 (451)

0

D. Debye and Einstein approximations

How to interpolate between low and high temperatures.
Simplified model.

For acoustic phonons - Debye model. For optical phonons - Einstein model.

1. Debye

The dispersion law w = cq postulated for all q. Instead of the first Brillouin zone one
takes a sphere so that the number of ¢’s in this sphere is equal to N. That is the radius of
the sphere gp is given by

=N (452)
Debye frequency wp = cqp
Debye temperature kg©Op = hwp
This gives
8 Parngtdq  heg
= h
Cv vaTZ Weallsa = 6T0 (27)3 ePhed — |
_ 3/47Tq2dq (heq)?ePhea B
o 3 6thq 1)2 oT
©p/T
_ 5 1 4m(he)* 1 7/ i zie”
- TkgT? (27)3 (Bhc)® (ez —1)2
N /T\?
N T/0 453
v (o2) f@ren). (453)

= 9kp

where
1/y 4

fly) = O/ dm(ef_ezl)Q. (454)
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f(y)

4 4
=T
15
1
3y’
Yy
FIG. 13: Function f.
2. FEinstein
Optical phonons. Neglect dispersion
w(q) = wp - (455)
th
U=U+ (3M — 3)N —, (456)
efsT — 1
2 Jwo
10U (fn)” erar
Cy=——=(38M —3)—kg—2= 457
eksT — 1

E. Neutron scattering

The spectrum of phonons can be measured by scattering of neutrons on the material.
One measures the differential cross-section:

d*c 1 ONy(Q,w)
dQdw — dQdw N; ’

(458)
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where NV; is the flux density of the incident neutrons (number of particles per area and time),
IN{(Q,w) is the flux (number per time) of neutrons scattered into the solid angle interval
d) around €2 with energy transfer in the interval hdw around hw. The energy transfer is

given by
h2
T 2M,

where k; and ky are the initial and final wave vectors of the neutrons. £; and Fy are the

hw

(kj —k})=Ei - Ey , (459)

initial and final energies of the crystal.

Golden rule:

S S —BE; - S
SN(Qw) = SN(F = Fp) = S Wi(kni = By ) Vi k. (460)
7 A (2m)
where n; is the density of incident neutrons, N; = n;v; = n; ﬁfn With
3 2 Mn
d kf = k‘fdk‘fdQ = k’f ? (hdw)dQ (461)
we obtain ) ,
d’c M, V2 ky e PP - -
= — W(k;, i — kg, 462
Q2w (%h) 27rki%; 7 Wikii = k. ) (462)

To calculate the rate W we take the interaction potential of the neutrons with the ions
to be upd(Fheutron — Tion) (neutrons interact mostly with nuclei). With 7 = eutron and
Fion = T = R, + 1, (for simplicity we assume one ion per elementary cell, i.e., only acoustic
phonons)

U =S upd (7 — 7,) . (463)

Here 1y has dimensions E - L?, ug = [ d*rU.

Golden rule:

- . 2
W(Fiyi > kg, £) = S0 kUL )2 6(Ey = Br + ) (464)

. 1 ik r—k )T - o
G klUIf kp) = o [ Qe ® T S ub (7 - 7l )
n,k

= 7 2 (il ERT ) = 2 > (il ) (465)

n

1

where ¢ = Ef — k;.
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This gives

d’o M, \? V? ky e PE: o 3
_ n Vo =7 "0 zq T i T E:—FE, +h
w0z = (o) 7k % Z hvg Pl i) 0By = Bt Tu)
Mn 2 U% kf 6 dt (Bf—Eij+hw)t
— 0 My R 1q-Tn QT |5\ i
(%h) h k%; / o e Sl et
Mn 2 Ug kf e iq-7 —iq- T ( iwt
NI / e .
— (Mn )2 ﬂg ﬂ zq n Z@Fn/(t)“)eiwt
onh) h? k -
_ (Mn)2 “j ﬁ Z / (iT T —zq‘if‘n,(t)>€iwt
2mh 2 kz nn
(466)
Using p(7) = Y, 6(F — ) we obtain Y, €7™ = [ d3r p(7)e'T™ = p_g
Thus
do M, N\? u? Ky godt :
— n el el L 0 (t wt
dQdw (27rh> ot T J 2 P-iOpalt))e
Mn 2 ug kf
= — S(q, 467
<27rh> ot Ty D) s (467)
where
dt . dt . .
7 _ . w - 7o (t)\ Liwt 4
S(3.w) = [ 3 {p-4(0 5 [ 5t )e (468)
We obtain
- _ ﬂ iq(Rn+in) ,—iq- (R, +@, (H)\ ,iwt
S(Q7w) - Z <6 € >€
o 2T
5 dt ..~ -
— nznl el (Rn—R,,r) % <€zqu e~ un/(t)>€zwt
_ —iq-Rp, ﬂ iq-Uo ,—iq-Un(t)\ iwt
= N> e ( e )e (469)
~ 2m
Next we consider the average
(el e—z@ﬁn(t)> : (470)
We use the formula obtained earlier
Uno = ¢— Z [ 7€.a(@) €T 4 al e o (@) €] (471)
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We also use a relation

<6i¢1 6—i¢2> — o 2W(d192) 7 (472)

where 4W = (101 + P2¢2). This relation holds if the operators ¢; and ¢, satisfy the Wick
theorem. They do if ¢,/ is linear in a and al.
Proof

Thus we obtain

— PP

(¢ (—TI(D) — o 2W (FTo O T (1)) (473)

where 2W = ([7- 1 (0)]?) = ([ @.(t)]?). The last equation follows from stationarity and
translational symmetry.

Thus we obtain

S(dw) = Ne W Y it fn ;ﬁ T T )G (D) it (474)
n s

F. Results

One can expand the exponent

. L. oo L. 1. . oo
e ONTI M = 1+ ([g- 1 (0)][q - (1)) + 2 {lg- @ (0)][g- Un(t)])? + ... (475)
and obtain
S=5+S5+..., (476)
where
So=N?eWo(w)Y 6,5 (477)
K

where K are the vectors of the reciprocal lattice. Physical meaning: 1) w = 0 elastic

processes, no energy transfer. 2) ¢ = K - von Laue condition. Indeed q= Ef — EZ 3) The

2w

factor e=*" is called Debye-Waller factor. It shows that the motion of ions reduces (smears)

the scattering probability. Also zero point motion contributes: W # 0 for T = 0. One

obtains

e

W:

; 2np(wr) + 1] (478)

where np(w) = (™ — 1)~ is the Bose function.
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Consider now 1-Phonon processes. We obtain

S(g.w) = Ne ™ 5 MDD @)+ g D0+ (@) (479

The two terms correspond to emission and absorption of phonons by a neutron.

XVI. PLASMA OSCILLATIONS, THOMAS-FERMI SCREENING
A. Plasma oscillations

Consider a gas of charged particles (charge e, density ng) in an oppositely charged static

background. The Maxwell equation that governs the dynamics reads
V-E=dmp. (480)

It is equivalent to

- - 10E Arn-
VxB——-—=—j 481
8 c Ot ¢’ (481)

for B=0 together with the continuity equation: p + v j = 0.

—

In Fourier space this gives i¢- E({,w) = 4mp and, with the continuity equation §-j = wp
this gives (all fields are longitudinal) iwE (7, w) = 47 (,w).

Equation of motion
d2 r
Tz

and f: engv lead to —iwmj’ = nOeQE. This gives

= ¢k (482)

4mnge?
2 0
= 483
Wi == (483)
One can also associate the dielectric constant via p = _V.P = —iq- P. Thus (everything
longitudinal)
' ' 2 1w
poit_l_ mp  1@np (484)
q w w?m 47 w?
Thus
W2
D:eE:E—|—47rP:E<1—’2’> (485)
w
and

e(w) = (1—”2> . (486)

w2

In general this is the ¢ — 0 limit of the Lindhard function €(q, w).
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B. Thomas-Fermi screening

One studies reaction of the electrons on an external charge/potential. The Poisson equa-

tion for the external charge/potential reads

P63 = 4 (@) (487)
For the full charge/potential
¢*¢ = dmp (488)

The dielectric constant is defined by
drp™ =V - D =ig- D = iGe(q) E = iGe(q)(—igd) = e(q)q’¢ (489)

Thus
e(q)p = ¢ (490)

We introduce susceptibility x(g) by

P = p—p™ = x(q)¢(q) (491)

That is the charge density is induced by the full potential. Then

q2 ext\ __ . _41
@) =x¢ and e=1-_5x (492)

The idea how to calculate y is as follows. If the potential ¢ is a slowly changing function
of coordinate, the local electrochemical potential is given by pie(r) = p(r) —ed(r) (charge of
electron is —e). The system is in local equilibrium if . .(r) = const. = py. The local electron

density is determined by the chemical potential u(r) = po+ep(r), i.e., n(r) = no(o+ep(7)),

where
_ 2 L (4 1 493
nolit) = v 2 e =1 [ 49 (493)
In linear response
ind 5, Ong 2
" =~ -+ e6) = mo(p)) = ~e*6 T & —e*0[2(p) (194)
Thus we obtain
on 4dme? On
_ 2970 _ 0
X = —¢€ aiﬂ and € = 1 q2 E (495)
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We define

0
k2. = 4me? T _ e [2v] = dme?v, (496)
o
Thus
K
q

This is the static limit w — 0 of the Lindhard function (g, w).
In real space this means the following. If a point charge @) is introduces as an external

charge. Then

exr g Q ex 47TQ
O™ (F) = - — ¢“(q) = 2 (498)
and
¢e:vt 47TQ

b= — = i (499)

The inverse Fourier transform gives
o) = L e (500)

r

It is important to notice (although we did not prove it) that € is independent of w up to

hw ~ Er = p. Thus, electrons screen instantaneously.

C. Dielectric constant of a metal

We have now ions and electrons and want to calculate their total dielectric constant

defined via
E(M,(jjqbt()tal(w,(f) — gb'm(w,q_) (501)

One can apply the following logic. Consider the potential/charge of ions as part of the
external one. Then

6el¢total _ ¢ert + ¢ion (502)

Another logic is to consider electrons as external. Then
6E‘)on¢tot0tl — ¢ext T ¢el (503)
Since ¢t = ¢t 4 " 4+ ¢¢ we add the two equations and obtain

(Eel + 660n)¢total — ¢total + ¢emt (504)
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or
(eel + 660n .

or

€ — Eel + 660n o

For electrons one takes Thomas-Fermi

1)¢total — ¢emt

For ions - dielectric constant of plasma oscillations

on

€ (w,q) =1
where Q?) = 74“”;2556)2. Thus
0?2
_ P
e=1- w?

This way we took into account the bare ions.

can obtain the same if we consider ions ”dressed”

(505)

1. (506)
k%—;’ (507)
Qz) , (508)
k"j”j (509)

Thus the notation €™. Alternatively we

by screening electrons. That is ”dressed”

ions respond to a potential already screened by electrons:

1 1 1
total ext ext
_ - 510
¢ gin screened efian Gel ¢ ( )
Thus we obtain
€=t = pelon (511)
This gives
Qg k%F Q2 2( )
ion ~ W? e w\q
€q = 3 e | d = =1- 2 (512)
1+ M 2 <1 + ;ZF)
where , )
Q Q
2/ \ _ p P 2
w(q) = = q (513)
1+ ke t+q®
For g < k%, this gives sound with
Q,
c=—— 514
- (514)
We return back to the total dielectric constant and obtain
: k7 w?(q)
_ _ion el __ TF
e=¢ele —<1—|—q2> (1— 2 (515)
or
! ) q2 2 2 W22 (516)
ew,q) (¢ +ktp) (W —w?(q))



D. Effective electron-electron interaction

Unscreened Coulomb interaction gets screened

4mre?

2 e (¢* + k#r) (1 T wz(é])) (517)

Effective interaction between electrons V:ilf is obtained by the following substitution

g=Fk—F hw = € — € (518)

At w < w(q) - overscreening, attraction with retardation.

XVII. ELECTRON-PHONON INTERACTION, FROLICH-HAMILTONIAN
A. Derivation without taking into account screening

For simplicity we consider one ion per Primitive Unit (Primitive Cell) of the Bravais
Lattice. Thus only acoustic phonons. The potential felt by an electron (neglecting screening

by other electrons) is given by

U = SV = B = ) % V= Fo) = VYV (= R, (519)

n

where 1, is the deviation of the ion from the equilibrium position R,. In the second quan-

tization this becomes
=3 [ VLR Y [V = )] () (520)

With ¥, (7) = ﬁZk VYr.o(F)c, and Ui (F) = ﬁZk Vi ,(F)cl and assuming the Bloch

functions are spin independent we obtain

=— > (k| el.ph. |ks) ¢}, ,Cryor (521)
k1,k2,0
with
(k| el.ph. | k) ZMVLW%>[WW — B)| (7 (522)
We expand
Vi (F— R,) = ‘1/ S (i) Ve (523)
F
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Then
(k| el.ph. |ks) = ZZ i, ) Viene P — / AV f, (F)iby, (7)€ (524)

We now use the second quantlzed form for ,:

i Vh o
e qu: 2N Mw,, [@ig+ @)—q] E@ ™ (525)

Substituting and using
> GidD B _ Z 5 -

where ¢ € 1.B.Z and G are vectors of the reciprocal lattice, we obtain

1 n iV Nk [(Cf‘" é)é},q} a 4 al }
cta; o

ki|el.ph.|ks) = — Vio . 3
< 1| | 2> % j%,:G q+G \/m { 7,4 »—q
1 * (5 i(q+G)7
x o [ AV, (P (7O (527)

For the matrix element we obtain

/ AV g, (T)x, (ﬂez(ﬁG)r = / AV, (F)uy, (F)e! TRt a+ &)

1 L B}
= =3 iRt 7O / AV 1 (Fug, (7)eiFaFitard)r (528)
N oy VPU

We use again the relation (526) which can be written as

1 (Fo—Fr+q+C) R

2 e T O = ok bvpiac (529)
n agr

Here, however, the possible choices for G’ are severely limited. For each G only one term in

the sum remains (one value of G’ ) such that EQ, El, 7 € 1.B.Z. It is more convenient, thus,

to write
1

N Z ik —E1+q+G)Rn _ Sk —ka b K (530)

n

where Xl%,l?z € R.L. is chosen so that ¢ = El — EQ + K € 1.B.Z Obviously, this choice is

unique. This gives
1 TEL R
o [V (P (T = 5w [ AV (P (ETET L (@31)
Veu.
PU.
Thus we obtain

0H= ) M(kl,kmff»j)czl,ackg,a [%‘,g"‘ a;,_g} ; (532)

k‘l,kﬁgﬂ],j,ﬂ'
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where

1 o VNE[(G+ e

M(El ks .j) = —= D> V. Og ey —kot K
I [ B} V _‘ q+ \/m q,Kk1 2
g
X / AV, (P, (7)e CHOT (533)
VPU

Once again, K is uniquely chosen so that ¢ € 1.B.Z.

B. Including screening

. . . . 1 2 .
Our naive derivation assumed no screaning and thus V" = 4226 . Less naively we
. . . . i 2 2 . ; .
should include screening by substituting V)" = (pﬁr,‘:gTF) ~ ‘}C’i This means V() =

dretatp63(7).

C. Direct derivation with screening

The polarization P() = ent(F) (assume Z = 1) creates a charge density pi" = —V - P.

The interaction of an electron with this charge density is given by

U = —¢ [ @rQE=m)p™(7) = n [ ErQE-r)Vam) ,  (534)

where

(535)

In the continuous limit

t ]z iqr
@(F) = Z 27NM 0,5+ al o &(@)e™ . (536)
Thus
0H = Y (ki|el-ph. |ka) cf, yer, (537)
k1,k2,0
with
1 A NS .
(k1| el.ph. [ke) = V€2n/d37“/d37’1¢1:2(7°)@(7’ — 1) V(7 ), (7) (538)
iVhG & i
(k1| el.ph. |ks) = —e nZQ — {a.’a%—a-,fa}
ONMuw;, 3d " 5—d
x [ av e, (7 (e (539)
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With n = N/V we reproduce the previous result. We only lost the "umklapp” processes

—

due to the continuous approximation for (7)

D. Phonon induced interaction between electrons

We simplify somewhat. We ”forget” about "umklapp” processes, and also use plane waves
instead of Bloch functions. For each ¢ only one phonon mode (longitudinal with €j, || ¢)

contributes. Then

Hei—ph = Z M(q) CLLq,chk,a |:a’(j'+ ai(j{| ) (540)

k,q,0
where

1

) vV Nh
M(q) = —iV" — ——q . 541
@ TV \/2Mw, (541)

with V" = dwe*atp.

Consider a process in which an electron with momentum k1 emits virtually a phonon
with momentum ¢, so that its new momentum is Ky — ¢. Then an electron with momentum
l% absorbs the photon and its momentum becomes l% + q.

In the initial state the energy is Ey = € + €;,. In the virtual state the energy is
E, = €h—g T €y T .

The second order amplitude of this process reads

(M(@)P _ |M(q)*
Ey— E; G~ g Tiw,

(542)

Another process which interferes with the first one is as follows. Electron with momentum
ks emits a phonon with momentum —¢. Then electron with momentum k; absorbs the

phonon. The amplitude reads

M 2
% ~ Rarg
Conservation of energy requires ez + €z = € _ 7T Hora
The total amplitude reads
| M(q)]” N | M(q)|”
€ i T, €y~ Ford — Tiw,
2|M () |*h
_ | @L “q . (544)
(ez, — €7, q)° — (Twy)

We observe that if |e; — EEF(T\ < w, the sign of the interaction matrix element is negative,

i.e., we obtain attraction.
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1. Comparison

We should compare the phonon mediated interaction

2| M (q)|*hw,

(Ek'l - 61217(7)2 — (hwg)?

where

@ yion L VNR
\/_Z q = —1 —_
TV 2Muw,

q .

with V" = 4me*at, with the one obtained earlier (a factor 1/V needed)

1 4me? 1 4we? w?(q)
.

1 4me? R
Ve V(P +ky) w? — w?(q)

Vo ¢?

Neglecting ¢? in comparison with k2. we see that we have to compare

w 1 Nh w
=2|M 279 _ —_9(4 2.2 \2 2 *q
with
1
kok = v 47r62a?ppw2
We obtain
1 N 1 N w? 1
x = 72 (47T626L%F)2 7 @ = 72 (471'62@%]:)2 Mc—g =3 (4%62a2TF)2
1 2 9 2 IV 3 M
= (dre”a7p) M, Trne? = *xk
XVIII. BCS THEORY OF SUPERCONDUCTIVITY

A. Phonon induced interaction between electrons

Hel—ph = Z M(@ CL—&-q,GCRﬂ {a§+ CLE@} )

k,q,0
where
-1 7i0n 1 \% Nh
M(q) = =iV, = q .
V. 2Muw,

3 on __ 2.2
with V" = 4dre azp.
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(546)

(547)

(548)

(549)

QN

=[N
)

o

|

(550)

(551)
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The total interaction amplitude reads

2| M (q)|*hw, _ Gk kasg
€, — €5y _q)” — (Twg)? |4

Vkl k2,q = ( (553)

(Introduction of g is convenient since g does not contain extensive quantities like V or N -
check this. ¢ has dimensions energy x volume). This amplitude is only taken on-shell as

far as electrons are concerned. Thus

2 2

(er, = €p,—g)” = (&5, — €h,0g)

That is the effective second quantized interaction between electrons due to phonons reads

1 i !
Hep—el—pn = Y Gkiko Chytgor Chy—quon Chaioa Chion (554)
k1,01,k2,02,q

The noninteracting Hamiltonian reads

Hy=>" e}, cho (555)
k,o

B. Cooper problem (L. Cooper 1955)

The interaction is attractive and considerable as long as the energy transfer |e; —e El_§| <
hwy < hwp. We simplify the model as follows:
—q if e —ex, §| < hwp

ki1 kaq = . - (556)
0 if ’6,21 — 6E1—§’ > hwp

Cooper considered a pair of electrons above the filled Fermi sphere. That is the Fermi

sphere is given by

@)= I 10, (557)

kSkF,O'

Cooper explored the following state
|©) = > Wk, 01, k2, 02)ch, ok, o, |P0) (558)
k1>kp,01,ko>kp,09

The wave function ¢ (k1, 01, ke, 02) is antisymmetric, i.e, ¥ (ky, o1, ko, 09) = —1)(ka, 09, k1, 071)
(indeed the second quantization is organized so that even if we use here not an antisym-

metric function, only the antisymmetric part will be important). We use ¢ (ky, 01, ke, 09) =
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a(ky, kao)x(o1,09). Further we restrict ourselves to the states with zero total momentum,
El + EQ = 0. We also restrict ourselves to the layer of states with energies [Er, Er + hwp].

Any pair out of this layer interacts with any other pair. Thus

|®) = > O‘(E)X(Ul,ﬁ)CL,MCT_k,UQ o) (559)

Er<ep<Ep+hwp,o1,02

The Schrodinger equation reads
E[®) = (Ho + Her—eci—pn) |P) (560)
We count the energy from the energy of the filled Fermi sphere. Then

E ‘(I)> = Z 2€ka<E)X(UlaUZ)CL,UchLk,UQ ‘(I)0>

k,01,02
g -
- V Z Oé(k')X(Jl, 02)02+q,alciqu,ag ‘(I)0> (561)
k,o1,02,q
This gives
(26, — E)a(k) = % S alk) (562)
EF<€k1 <Ep+hwp
We denote
1
C= v > a(ky) (563)
EF<€k1 <Ep+hwp
and obtain
a(k) = —9¢ (564)
Summing this equation we obtain
1 gC
C=— > — (565)
4 EF<€k1<EF+hUJD (26k B E)
We obtain equation for
Ep+hw
- / Cge g (566)
(2¢e — E)
Er

Approximating the density of states by a constant v(e) = 1 (this is density of states per

spin) we obtain
L 1, Ep+hwp—Ef2
— = —In
gvop 2 Er—E/2

(567)

Thus
2EF + 2th —F o 2
3B, — B = e (568)
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(2Ep — E)(em — 1) = 2hwp (569)

For weak coupling gy < 1 we obtain
2Ep — E = 2hwpe 70 (570)

E = 2Ep — 2hwpe 70 (571)

The binding energy per electron is then found from F = 2Fr — 2A

A= thefﬁ (572)

1. Symmetry

Since a(k) = «a(—k), i.e, symmetric, the spin part of the wave function y must be

antisymmetric - singlet.

C. BCS state (J. Bardeen, L. Cooper, and R. Schrieffer (BCS), 1957)

1) Everything done in the grand canonical ensemble. The grand canonical partition

function
Zo = Z ¢ B(En,N—uN) (573)
n,N
shows that at 7' = 0 one has to minimize Hg = H — uN.
We obtain
_ i lyg i i
He = ;(Gk — H)ck’g Cho — A% . Ulzk; » Chy+q.01 Cha—q.00 Cha,o Chr oz (574)

where the interaction term works only if the energy transfer €, 1, — €, is smaller than the
Debye energy hwp.
Although the Hamiltonian conserves the number of particles, BCS constructed a trial
wave function which is a superposition of different numbers of particles:
k

with the purpose to use u; and vy, as variational parameters and minimize (BC'S| Hg |BC'S).
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For this purpose one can introduce a reduced BSC Hamiltonian. Only terms of this

Hamiltonian will contribute to the average with BCS trial functions. The reduced Hamilto-

nian is the one in which k; = —ks and o; = —o9:
Ly
Hpos = ) (e — M)CL,U Cko T 5V Z Chtq,o ey ¢—0 C—k,—o Cho - (576)
k,o k.q,0

Renaming &’ = k + ¢ we obtain

or

1
Hpcs = Y (ek — p1)Ch 5 Cro — 3 % DS P C VI SR (577)
ro kKo
Hore — e —I N 578
Bes = (€ — )¢y Cho v Dl CohyChy s (578)
ko kK

Also the condition on k and k&’ gets simplified. We just demand that

n— hwp < €k, €y < U+ hwp . (579)

1. Awerages

Normalization:

(BCS||BCS) = (0] T[(uz, 4+ vi,C—roiChoit) T [ (i, + 'Uk10111,¢01k1,¢) 0)
kg kl

LI Clunl® + |val?) - (580)

k

We further restrict ourselves to real u; and v such that ui + v,% = 1. Thus only one of

them is independent. The following parametrization is helpful: u; = cos ¢, v = sin ¢x.

We obtain

(BC'S|c} s et |BCS)
— (O] Tty + vksC ks Ch 1) chop iy [Ty + vrycly 4l 1) 10)

kQ kl
=} (581)

(BCS|c}, ey |BCS)
= (0] lk_[(ukz + Uty Cotiy L Chia 1)y ol lk—[(ukl + v cf, +e 1) ]0)
2 1

=2, (582)
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<BCS| CL/,T Cik":i C_k-hL Ck%T |BCS>

= (0] lk_[(ukz + VkyCtg Chart) Cho s € | €l it lk_[(ukl +vg el acty, 1) 10)
2 1

= UkVpUk! Vgt

This gives

<BCS| HBCS |BCS> = QZ(Ek — ,LL)U]% — %Zukvkukmk/
k k,k'

We vary with respect to ¢

0
% <BCS| HBCS |BCS> == 4<€k - ,u)vkuk - 2%(11% — ’Uz) Zuk/vk/ =0.
k k./

We introduce A = 374 upvp and obtain

2(e — p)vpug, = A(uz — v3) .

(583)

(584)

(585)

(586)

Trivial solution: A = 0. E.g., the Fermi sea: u;, = 0 and vy = 1 for ¢, < p and up =1

and v = 0 for e > p.

We look for nontrivial solutions: A # 0. Then from
(€ — ) sin 2¢ = A cos 2¢y,

we obtain

A
VA2 + (6 — p)?

cos 20y, = uj — Vi = &
VA + (e — p1)?2

sin 2¢k = QUkUk =

Then from definition of A = & 37, vy, we obtain the self-consistency equation
g A
A=ty
2V < \/AQ—l—(ek—,u)?
or
hw
— 1 ) /D gL
2V \/AQ + (€ — p)? 2 e VAT E
hwp/A 1 y 9
hwp /A W
= 9 / dxm = gy In(v1 + 22 —l—x)’o P guvoIn AD

0
We have assumed A < hwp.

This gives
A= 2th€7$
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2. Total energy

We want to convince ourselves that the total energy of the new state is smaller that the

energy of the trivial solution (fully filled Fermi sphere).

EBC’S = <BCS’ HBCS |BOS> = QZ(Ek — ,u)v,i — %Zukvkuk/vk/
k

e k!
= 2 (e — p)oi =AY woy (593)
k k
whereas
ENorm = (Norm| Hgcs |[Norm) = 2 (e — p)8(pn — €,) (594)
k
We obtain
AFE = EBCS - ENorm = QZ(Ek - ,u)(v,z - Q(M - Ek)) - AZukvk s (595)
k k
With &, = e — p,
1 —cos2 1
o2 sin?e = L0820 L & (596)
2 2 9 /A2t g
and
A
URVp = —F——— (597)
2\/ A2 + ¢}
we obtain
1 Ek A?
AE=Y (26 |5 - —=2— —0(-&)| - —— (598)
%: ( [2 2,/A2 + & 2\/A2 4+ &

hwp

_ 1 5 A’

huwp §2 A2
=2V d¢ | — -
O/ 1Z0) 6 |:€ N + 5’2 9 /AQ + 5}%

hwp /A
= 2V A? / dx <x—v1+x2+

0

2@) (599)

The last integral is convergent and for hwp > A can be taken to co. The integral gives
—1/4. Thus
AFE = — ) (600)

Roughly energy A per electron in window of energies of order A.
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D. Excitations

We want to consider the BCS ground state as vacuum and find the quasiparticle excita-

tions above it. Let us start with the normal state, i.e., vy = 6(—¢&;) and ux, = 6(&). For

& > 0 we have

Cko |[Norm) =0

while for & < 0
CJ]L’U |[Norm) =0

we introduce
Cro if & <0

(073 = i ]

or equivalently
_ T
ko = UkCo £ URCLy _,

(the sign to be chosen).

We see, thus, that ay, |Norm) = 0, whereas

T T
Oy = UkCp ; £ UpCp —o

creates an excitation of energy |&x|.

For the BCS state we obtain
aro |BCS) = (upcr o + vkc*_k’_a) IT(u, + vqc;TcT_q’¢) |0)
q
We see that the proper choice of sign is
ko = UpCho — avch_k’_g

and
(07 % |BCS> =0.

The conjugated (creation) operator reads

|- 1
ak,a = ukck’a — OUC—f,—0o

One can CheCk the commutation relatiOHS
(6% ()éT = 5 5
k,os gt ot k,k'Yo,0’
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{ak"” ak,7‘7/}+ =0 {O‘/L,m O‘I];',U'}+ =0 (611)
The inverse relations read:

_ T T T
Cho = UkQho + OURQLY o Cp, = UpQy , + OO ) o (612)

1. Mean field

We adopt the mean field approximation for the BCS Hamiltonian.

g
HBCS = Z(Ek - M)C-I];;’o— Cko — V Z CL/,T Cik/,i C—k,| Ck
k,o kK’

(613)

Note that in the interaction the terms with £ = &’ are absent, since the matrix element of
the electron-phonon interaction is proportional to the momentum transfer ¢ = k — k’. Thus
the only averages we can extract in the interaction term are (c_j ¢, 1) and <C£7T cT_,ﬁ 2

We use

)

CJ]L’T Cik,¢ = (ukOéLT + ?}kOé_k,¢) (ukaim — ’Uk;Oé]ﬁT)

= uioz,iywzi,a¢ — v,%oz_k’iakﬁ + upvg (1 — a%akﬁ — Oﬂ—k,&“—k,i) (614)

Cop Chp = UpQ_p, | Qg — v,%ozzﬁoﬁ_k,i + uvp(l — oz,%am — O‘T—k,¢a—k,¢) (615)
In the BCS ground state we obtain (c_ | cx+) = viuy, and <cL’T cT_,w> = viu,. We use
AB = (A) (B) + (A) (B = (B)) + (A= (A4)) (B) + (A — (A))(B — (4))
and neglect the last term. The mean field Hamiltonian reads

9
Hg/[gs = Z(Ek - /"L)C1];37a' Ck,O' + V Z <C—I];3I7T CT—k/,\L> <C_k7¢ Ck’/[«>

k,o kK’
g g
- = Z <CL/,T Cik/,\L) CklCktr — 17 Z CL/7T Cik/,i <C_k7¢ C]{;7T>
4 kK’ 4 kK’
t Pt A
k,o k k
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Substituting the expressions for ¢ operators in terms of « operators we obtain a diagonal
Hamiltonian (exercise)

H = Z EkozLU Qo + const. (617)
k,o

where Ej, = /A2 4 &2

For proof one needs

3)
CLT Cet + CT_N Copy = (ukoz,zﬁ + vpa_g ) (ugour + vkozT_k’i)
—l—(ukofik’i — vgap ) (UgQ_g, | — vka%)

= (uf = v)(ahqans +aly jap)) + 207 + 2uu(af ol +agag)  (618)

2. Nambu formalism

Another way to get the same is to use the Nambu spinors. First we obtain

& —A c A?
k

Next we rewrite >, £kc,t’¢ ey = n &l —cpy c,i’i) =30 &1 —cpy cT_m). This gives

& —A Cr 1 A?
Hyes =) (cL,T €y ) Y eV (620)
k _A _gk C_k’\l, k g
The eigenvalues of the matrix S = read £FE), where E, = \/m For the
—A =&
eigenvectors we get
-A u U
. " =B ¢ (621)
—A =& — Uk —Ug
and
—A v v
. l=-p " (622)
—A =& Uk U
Thus
—A E, 0
ot | v=|"" , (623)
—A =& 0 —Ej



where

ug v
U= b (624)
—Uk Ug
We obtain
&k Crt A?
Hycs = Z(cL,T c_k,¢>UUT vut| +Z§k+\/— (625)
k —A _Sk C*k,i
Diagonalizing the 2 x 2 matrix for each k we obtain
GECEDY ( als oy, ) N R (626)
k O _Ek Oé_khL k g
Using again the commutation relations for the o operators we obtain
A2
Hycs = ZEk%U ko + Z & — Ex) + V* (627)

k,o

E. Finite temperature

We obtained the energy spectrum Ej, = /A2 4 &2 in the mean-field approximation as-
suming that (c_j cr+) = vpuk, where the averaging is in the ground state, i.e., there are
no quasi-particles excited. For T" > 0 some quasi-particles get excited and the value of

(c_k, cr 4 ) changes. Namely, we obtain

(Cokacnp) = vpun(l — 2ng) (628)

where ng = f(Ey) = ﬁ.
If we still want to have the Hamiltonian diagonalized by the Bogolyubov transformation,

we have to redefine A as

Z C_ kickT %Zukvk 1 - 2nk) (629)
k k

<\m

Then, however, A is temperature dependent and thus Ej, = /A2 + £ is also temperature
dependent. We must do everything self-consistently.
From

A
WU = —— (630)

A%+ &
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we obtain the new self-consistency equation

A=Y 2 ann OB (631)

To find the critical temperature T, we assume that A(7,.) = 0. This gives

th 55 ﬁth/Q
g 1 Bl&k] / tanh 5> / tanh x
1=—> — tanh = g, d. = gy, dx 632
Assuming hwp/(2ksT,) > 1 we obtain
th
~ 1 633
gvp In lenT ( )
or
_1+ A(T=0
kgT, = hwpe o0 = (2) (634)
More precise calculation gives
1 A(T=0
kT, = 1.14hwpe #0 = (176> (635)

For T'~ T, and T < T, one can obtain

T
A(T) = 3.06ks T [1 — (636)

1. More precise derivation

We have to minimize the grand canonical potential Q = U — uN —T'S = (Hpcs) — T'S.

For the density matrix we take (the variational ansatz)
1 _
p = — € sz,o' Eknk*” , (637)
Z
where ny , = a,t’aak,o are the occupation number operators of the quasi-particles while Ej,

are the energies of the quasiparticles (to be determined). Here
= — ovyc! 638
ko = UkCho — OUKCLy, (638)

with v = sin ¢, and uy, = cos ¢, and ¢ is another variational parameter.

We thus obtain

g
<H]BVCFS> = Z gkCLg— ck’,o’ - V Z <CL/’T Cik/7¢> <C—k’7i Ck7T>
k,o kK’

= S - D) +of] - & (Swati -21(E)) 09
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For the entropy we have

S=—2kg > [f(Ex) In f(Ey) + (1 = f(Ex)) In(1 — f(E))] (640)

k

We vary with respect to ¢, and with respect to Ej independently. This gives

g;i = 4&urvr(1 — 2f(Ey))
- E(Suwna-2mE)) 02BN - B0 o)
Introducing
‘“Q/Zk: CetCor) f/z};mw (1 - 2ny) (642)

we obtain the old equation

& sin 2¢, = A cos 2¢y, (643)

Thus all the formula remain but with new A.

o0 O(Hpds) oS

= —-T
OE} OE} OEy
0 f of 08
_ 2
0 f of
— 2 2 —
2/E2+ A o5~ 2B g =0 (644)

Thus we obtain

By = /€2 + A2 (645)

F. Heat capacity

a5
Cy=T|—=— . 646
' <8T>V (1)
Using for S Eq. (640) we obtain
= —2kpT Z BEk =2 Z Ek (647)

Let’s introduce g(z) = 5. Then f(Ex) = g(BEx).

of

TE;C = 59, (648)
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or _ . (E@ﬁ+56Ek>:g/.< m@@Ek):@f(_EuMA) (649)

orT oT OF) T  E,O0T
Thus
A OA\ Of
=2) FE k — | =
Z k( “E aT> OE}, (650)
First, we analyze at T' — T,. There Ej =~ &.
With
af w2 9
E)— — (kgT)?"(E 1
L~ —6(E) - T (kT (E) (651)
and

T
A(T) » 3.06kpTo |1~ (652)
We obtain for T =7, —0

B OA2Df
CV(TC—O)_QVO/d§< ) +uy /dgaTag

212 v k3
-7 ;0 BT, 4 (3.06)20k2 T, = Oy (T, + 0) + ACy (653)
Thus one obtains
ACy
— Y ~1.43 654
Cy(T. +0) (654)

Jump in 25 leads to jump in Cy (see Fig. 14).

30

25 .1
e "
N ok Supercnnductg.l
) ]
© e
Eisl #.
% r Mormal
Em - SO0 THmES
=
) sk ‘

’l Te=24K ]
IjIZI é IID II5 2ID 2|5 30
T (K%)

FIG. 14: Heat capacitance of vanadium.

For kT < kgT. ~ A(0) one obtains Cy e_’“BAT.
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G. Isotope effect.

We see that T. oc A(T = 0) oc wp o M~/2 where M is the ion mass. This dependence
can be observed by using materials with different isotope content. It was one of the major

motivations for the phonon mechanism of attraction.

XIX. ELECTRODYNAMICS OF SUPERCONDUCTORS.

A. London equations

The zero resistivity and the Meissner effect are closely related.

Assume the electrons are accelerated without resistance:

miv = ek (655)
With 7 = ne@ we obtain
Aj=E, (656)
where A = 7.
The Maxwell equation reads:
- - 1>
VxE=—--B (657)
c
Thus we obtain
— 1 —
— AV -B)=0 658
ot ( X3 c (658)
But inside the superconductor both B =0 and ; = 0. Thus F. London and H. London
postulated:
— — 1 —
AVxj+-B=0 (659)
c

1.  Time-independent situation

An external magnetic field is applied. We consider magnetization currents explicitly, thus

we use microscopic Maxwell equation:

VxB=—] (660)
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This gives
Vx(VxB)=V-(V-B)—(V)B=—(V)B =
Substituting the London equation we obtain

2E ="
(VB = ¢

One introduces the London penetration depth A\, = 4/ % =4/ 4‘f$2.

B. Another form of London equations

B=VxA
With this the London equation
AVxj+-B=0
c

reads
— — ]_—» —
AVXj+-VxA=0
c

- -

IfbothV-j=0and V-A=0 (Coulomb gauge) this gives

— 1—»
14
J Ac

(661)

(662)

(663)

(664)

(665)

(666)

In this form the London equation is convenient to connect to the microscopic theory.

C. Microscopic derivation of London equation

with 7’ = —ihV.
In second quantized form
— - 2
(—ihV — £A)

2m

Hign =Y [ vV Wi (r)
where

e —
o = /dvqﬁ Apu,
==X fav el Ape.)
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(667)

(668)
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(the order of operators A and P unimportant since V-A= 0).
The first order correction to the BCS ground state |0) = |BCS) is

1#£0 EO - El
Current. Velocity
5 e
7= ( c )
m

Current density

= ) — EJI D ez .
7= e D) oS un Lae - S Ay o

(In jp one has to symmetrize: half p" works to the right and half to the left).

contribution immediately gives the London equation

Y
mc

Another contribution linear in A could come from jp:

<jp> = <(I)1| jp |0> + <0| jp |cI)1>

To calculate |®1) we need (I| H; |0), where |I) is an excited state.

We assume
A= a.e?
and ¢-d, = 0.
: _ 1 ikr .

Using ¥, = N >k cre™™ we obtain

he 1 =,
Hy=——3%" Chtq.0Cho (Klig)

me 4~

We use

Cho = ULQlp o + f | o4
ko = UkQgo T OV 5 Cpo = UpQp , T OURQ_ | o

and conclude that

(U] el goCro 10) = otpsque (U] g 0l 10)
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(671)

(672)

The jd

(673)

(674)

(675)

(676)

(677)

(678)



but also

(I el —otgo |0) = —oupvisg (Il aly o, 10)

= GuVtq (1| af g0ty 10) (679)

Thus in both cases |l) the same, i.e., the same two quasiparticles created.

For this particular |I) we obtain

U H10) = = ((Ri)oupqus + (=K = D)) Tusvs,)
he -
= e (kdy)o (UniqUk — UkVkiq) (680)

For ¢ — 0 we see that the matrix element vanishes. Together with the fact that |Ey— E;| >
2A this gives "rigidity” and
() =0 (681)

D. Pippard vs. London, coherence length.

The matrix element (680) vanishes for ¢ — 0. Let us analyze it more precisely. We have

5k i e |1 &kig
_ I LA = 1z 682
Uk+qVk Uk Vg4q = 2Ekz+q 2Ek 2 + 2Ek 2 2Ek+q ( )

For &, < By ~ A we obtain

1 hvgrq
UktqUk — UkVktq ™ 51 (Ek+q — &) = Z (683)
This introduces the coherence length:
h
€= % (684)

(one usually defines & = 22£).

The more general than London relation is called Pippard relation:
JolP) = =3 [ @ QuplF =) A5(7) (6%5)
B

where the kernel () decays on the distance of order . £ is the size of a Cooper pair.

Two limits: € < Ap - London limit, £ > A - Pippard limit.
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E. Superconducting density

At T = 0 we obtained

2
Ly (636)
me

Here n is the total electron density. Note that transition to pairs does not change the result.
Namely the substitution n — n/2, m — 2m, and e — 2e leaves the result unchanged.
At T > 0 not all the electrons participate in the super current. One introduces the

superconducting density ns(7) and the normal density n,(T"), such that ng + n, = n. Thus

A (687)

Calculations show that near the critical temperature, i.e., for T, — T < T,

n T
AP I
;=2 7) 555

(arguments with moving liquid)

The new penetration depth is defined as

] Em A (T=0) T\ 2
MAT) =gy~ 2 (1 _ T) (689)

F. Critical field

One applies external magnetic field H. It is known that the field is expelled from the
superconductor (Meissner effect). That is inside the superconductor B = 0. When the field
reaches the critical field H, the superconductivity is destroyed and the field penetrates the
metal.

Naive (but correct) argument: The total (free) energy of a cylindrical superconductor
consists of the bulk free energy F, and the energy of the induced currents screening the

external magnetic field. We have B = 0 = Bey; + Binducea (recall that H = Bey). The energy

2
induced

of the induced currents is given by B (87). Thus the total energy of a superconductor
reads F,+ H?/(87). For H = H, the free energy of a superconductor and of a normal metal
should be equal .

Fy + 8—; =F,. (690)

The less naive thermodynamic argument involves the free enthalpy G = F — HB/(4m) (see the book by Abrikosov).
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At zero temperature (F' = U — T'S) we have

V0A2

F,—F,=
2

Thus we find
H.(T =0) =2/mA(T = 0)
In particular also for H, we have the isotope effect, H, oc M~1/2,

For T'— T. — 0 one obtains (no proof)

1%@»:17%H4m(1—;)

G. Order parameter, phase

Thus far A was real. We could however introduce a different BCS groundstate:

|BCS(¢)) = [[(ux + €i¢UkC;T€,¢CT_k,¢) 0) .
i

Exercise: check that

2

BOS(N)) = [ 22 |BCS(@) e

gives a state with a fixed number of electrons V.

We obtain for A

> upvge® = |Ale’?
k

<\%

_ 9
=N (c_pyc

Usual gauge transformation:

A— A+Vy
U — Pehe
We identify
o__¢
2 th
Thus
Ao i-leg,
2e
and
eng (- hes
mc 2e

(691)

(692)

(693)

(694)

(695)

(696)

(697)

(698)

(699)

(700)

(701)



H. Ginsburg-Landau Theory

Theory works for T' ~ T..

One introduces the order parameter
Ns
U=,/ (702)
2
1. Landau Theory

One postulates for the free energy
b
/dVF:/dV {Fn+a|\lf]2+2]\lf|4} (703)

In order to describe the phase transition one postulates a = a7, where

T—T.
r=— (704)
and a > 0, b > 0.
By varying we obtain |¥|?:
a+bv)? =0 (705)
For 7 < 0 this gives
ar al.—-T
VP = -0 = - = 706
o= ST = 2 T (706)
For 7 > 0 we have |¥|? = (. Phase transition.
We define
02 = —% . (707)

2. Ginsburg-Landau Theory, equations

Theory for inhomogeneous situations, currents and magnetic fields. One postulates for

the free energy

b 1 . 2 o
/dVFz/dV Fn+a|\11|2+|\11|4+’(—ihV—6A>\I/
2 4m c

2 gz
+ 87?} (708)

Here, for a while, we consider the superconductor on its own. Thus B is the field induced

by the currents in the superconductor itself. Below we will include the external field.
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Here we have to vary with respect to W regarding U* as independent. This gives

1 S 2 \?
— (—ihV — =A) U + a¥ + b|V|?T =
4m<zV hc) +aW + b|T2T = 0 (709)

Varying with respect to A (using div]a - b] = b - rota — a - rotb) gives

— 477'—,»

VxB=—] (710)

with
= ——— (U'VU —UVU*) — — P A 11
4dm ( v v ) 2me ’ ’ (7 )

.y

For U = W, we obtain again the London equation

- 4e? - hcs e’n -  hco
= ——U2 [A - — ——— 2 A- = 712
J 2me ° < 2e V¢> mc ( 2e V¢> (712)
Thus we obtain the London penetration depth
am am
A\ = = . 713
. \/47m862 \/8#@%62 (713)

3. Coherence length

Coherence length is obtained by considering small fluctuations of the amplitude of W. So

we assume A = 0, and U = ¥y + 6 (both real), and W2 = —a/b. Then we obtain
hQ
—4—v25\1/ +6U(a+3b03) =0 . (714)
m

In the normal state Wy = 0 and a > 0 we obtain solutions of the type e**/¢, where

h
&= dma (715)

In the superconducting state V2 = —a/b, a < 0
P sy swa s 3b02) = — P50 205w — 0 (716)
4dm 0O am -

We still define the coherence length as in the normal case

- h
- \/4m|al '

However the solutions look like e*V?27/€,

(717)



4. External field

If a superconductor is placed in an external magnetic field ]:70 the proper free energy
reads
1 - .
/dVFH:/dVF—ZHO/dVB. (718)
s
Here B is the total magnetic field, B= ﬁo + Ji Here E; is the field induced by currents in

the superconductor. Thus

b 1 - 2 N > B* Hy-B
/dVFH:/dV {Fn+a]\IJ]2+2]\I/|4+4m‘<—ihV—fA)\I! t

(719)

Note, that this gives the same Ginsburg-Landau equations. Indeed B?/(87) — BH,/(4m) =
B? /87 + const. and we vary, actually, the field B;.

In the normal state we have B = Hy and Fg = F,,— HZ/(87). Deep in the superconductor

B=0and Fy = F, +a|0P+ L0 = F, - = F, — % Thus we obtain the critical field

H,, i.e., the value of Hy above which the normal state has a lower free energy. We obtain

H2/(87) = 7 and

H, =T (720)
b
5. Reduced Ginsburg-Landau equations
We define
U =U/U, , =r/\r , B =B/HN2) , A=A/NHV2) (721)

We obtain the Ginsburg-Landau equations in the reduced form (omitting the primes)

(<in 'V~ A) -0+ [UPT =0, (722)
V x (V x A) = —i (UVT - wVT) — [PPA (723)
where
K= A (724)
;-

Thus, everything depends on k.
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The free energy in these units reads
2

H — — —
+ B?*—2H,- B

2

1
< [ dv { —|U|? + Z|u)?
=/ WP+ 1w+

/dVFH:/dVFn n

(-ij - /T) Y
(725)

Integrating by part, disregarding the boundary, using the Ginsburg-Landau equations,
and adding an unimportant constant we obtain

Hf/dv {—1yxm4+(§_ﬁ)2} (726)
A 2 oy

/dVFH:/dVFn n

I. Surface energy

Let us estimate the surface energy of an interface between superconducting and normal
phases. We assume Hy = H,, i.e., both phases are possible. In the normal phase we have
the critical magnetic field B = H. (B’ = 1/4/2). In the superconducting phase B = 0 and
U = Uy (U = 1). The order parameter varies on the scale £ (k7!). The magnetic field
varies on the scale Ay, (1).

We consider a quasi-one dimensional situation. All the quantities depend only on . A

is along y (ff = A(z)y) and, thus, B is along 2. We can take U to be real. Then
K2VAU 4 (1 — AU — 0P =0, (727)
VZA-02A=0. (728)

Consider 2 cases:

a) £ > A\p (k < 1)(superconductor of the 1-st type). In this case there is a layer on the
interface of thickness £ where the magnetic field vanishes and the order parameter vanishes,
i.e., the state is normal. We see that there is an additional cost of ~ & Ig—f per unit of
area. The logic: the work of expelling the magnetic field has been performed but no energy
reduction through the order parameter appearance. Thus the surface energy is positive in
this case and the system avoids interfaces.

b) ¢ < A (k > 1)(superconductor of the 2-nd type). In this case there is a layer
of thickness A\;, where the magnetic field is present and also the order parameter has its
bulk value. The surface energy is then negative and equal ~ —\ ng—f. The logic: magnetic
field not expelled in the layer, thus no energy cost. The energy is reduced by having the

superconducting order parameter. Thus the system likes to have interfaces.
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The critical value of s at which the surface energy vanishes is given by s, = 1/v/2.

J. Higgs mechanismus

We consider again the GL free energy density (action):

b 1 L 2\ 2 B?
F o= aUP+ o)+ — ’(—mv - eA) N
2 4m c 8m
1 . 2 - . 2 - V x A)?
w4 e L K—mv - eA) qf} Kmv - eA) \I/] L (VXA 0og)
2 dm c c 8m
Consider small fluctuations around the real solution ¥y = \/—a/b.
() = Yo + ¢1(F) + 1¢2(7) (730)

where ¢, and ¢, are real. Considering also ff(?) to be small we expand the action to second

order in ¢1, ¢ and A:

sF® — L [(26)2 U2 (A) + 12 (Vo) +0° (Vo) —2n (2:) W (gﬁ%)}

4m c
AT
— 2a¢? + (V8><) + higher orders . (731)
T
We still have the gauge freedom:
5 o = , 2ie
A =A+Vyxy , V¥ :\Ifexp{hcx} . (732)

To keep A" small we perform an infinitesimal gauge transformation, which then reduces to
U~ U(1+ix) = (Vo + ¢ + ig)(1 +ix), where ¥ = 2€y. In terms of the deviations we

obtain
Pr=¢1— X, Py =0da+d1X+ VoX . (733)
It is actually sufficient to keep only the term Wyy. Thus, we can always find a gauge

transformation such that ¢, = 0. Dropping the primes we obtain

SF® — 4; (Vo) — 2a0?

7 % A)2 1 /%2e\?2 -
+ M + (66) 5 (A>2 + higher orders . (734)

8 4dm

Thus we obtain two modes. The first mode, ¢, called also Higgs mode, has a characteristic

length, which coincides with the coherence length £. The second mode is described by field
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A. The transversal components of A are characterized by the London penetration depth (cf.

Eq. (713)), i.e.,

2 2
N S (26) g2 AT (735)

4m \ ¢ mc?
This can also be seen as the photon mass. Our theory has no time-dependence, but is
otherwise complete with respect to the transversal components of the field A. This means,

in the relativistic dispersion relation E? = p?c* + ¢?p? we should take F = hiw = 0. Then

p? = —pu?c®. Since p? < 0, we obtain spatial decay, i.e., penetration depth. Identifying
p? = —hz)\EQ, we obtain the photon mass
Ame’ng
(uc®)? = K222 = (huy,)? (736)
m
Here
4me’n
2 s
wr, = 737
2 = 4o (731)

is the plasma frequency of the superconducting electronic liquid. At T' = 0 it coincides with
the usual plasma frequency.

The variation of (734) with respect to the longitudinal component of A results simply in
/Y” = 0. Thus, unlike in full Higgs case, no longitudinal photon appears at w = 0. In order
to treat the longitudinal modes (plasmons) properly we have to introduce time-dependence

and the scalar potential. This is beyond the scope of this text.

K. Flux quantization

In the bulk of a superconductor, where j’s = (, we obtain

A"y =
5V =0 (738)
}{ Adl = 3 74 Vodl = 3-2mm = o0 = nd (739)

This quantization is very important for, e.g., a ring geometry. If the ring is thick enough

(thicker than Ap) the total magnetic flux threading the ring is quantized.
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L. Josephson effect

We consider now a tunnel junction between two superconductors with different phases

¢r, and ¢r. The Hamiltonian reads
H = Hpcs, + Hpes,r + Hr (740)

where the tunneling Hamiltinoan reads

Z T |:Rk’1 ULk’Q g + Lkz O'Rk1,0':| ‘ (74]‘)

k17k27

Here Ry, = c,(i) is the annihilation operator of an electron in the left superconductor. Two
important things: 1) microscopically the electrons and not the quasiparticles tunnel; 2)
tunneling conserves spin.

A gauge transformation Ly, — €“t/2L; , and Ry, — €*"/2R,, , "removes” the phases
from the respective BCS wave functions (making v, ug, and A real) and renders the tun-
neling Hamiltonian

Hy= Y TRl Ly, e+ L}, Ry e | (742)
k1,k2,0

where ¢ = ¢r — ¢
Josephson [3] used (742) and calculated the tunneling current. We do so here for a time-
independent phase difference ¢. The current operator is given by time derivative of the

number of particles in the right lead Ngp = 37, , RLUR,W

I:—eNR_—%[HT,NR DY TRl Ly, o = L, Ry, €] . (743)
k1,k’2,

The first order time-dependent perturbation theory gives for the density matrix of the system

in the interaction representation
=i [f avHr () i [f avHe(t) L /
p(t) =Te "J-o poTe’ ) Rpo—i | dt'[Hr(t'), po) - (744)
For the expectation value of the current this gives

(I()) = Tr{p(t)[(t)} = —i / dt' Tr {[Hr(t'), pol (1)} = —i / dt' T {[I(t), Hr(¥)] po} -
(745)
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We use

(BCS|cf+(t1) ct (1) |BCS)
= <BCS| (ukaLT(tl) + Uka—k,¢(t1)> (Ukaik7¢(t2) - Ukak,T(t2)) |BCS>
= vpupe Brtit2) (746)

and

(BOS|crp(tr) c-p,y(t2) [BCS)
== <BCS| (ukozk,T(tl) + UkOéJr_k7¢(t1)) <uka,k,¢(t2) — ’UkOé};’T(tQ)) |BCS>

= —vpupe Brtit2) (747)

After some algebra we obtain (from the anomalous correlators, the rest gives zero)

t
(I(t)) = — 26T2e’i¢/ dt' > " Uk, Uk, Uk U, [e*i(EkﬁE’Q)(t*t') — ei(E’“lJrE’“'z)(t’tl)}
- k1,k2
t
+ 2eT2%e® / dt' Y Uk Wk Upy Uy [e’i(E’ﬁ*E’“?)(H') — ei(EkﬁEkZ)(tit/)}
- k1,k2
_ gesin(g) 3 Uttt _ o e 5 &
k1,k2 By, + B, k1,k2 El, Ej, (Ek1 + Ekg)
= 2 T**e AR sin(¢) = I.sin(¢) , (748)

where the Josephson critical current is given by

_greA  mA

I — , 749
¢ 4h 2€RT ( )
where g7 = 2 x 47*T?1? is the dimensionless conductance of the tunnel junction (factor 2
accounts for spin), while the tunnel resistance is given by Ry = e% giT. This is the famous

Ambegaokar-Baratoff relation [4] (see also erratum [5]).
Thus we have obtained the first Josephson relation I = I.sin ¢. We have introduced the

variable ¢ as the difference of two phases ¢ = ¢r — ¢. The gauge invariant definition reads
2e (R o o
0= dn— o5 [ Ad. (750)
cJL

As a shortest way to the second Josephson relation we assume that an electric field exists

in the junction and that it is only due to the time-dependence of A. Then we obtain

. 2¢ (B0 - - 2e (B 5 5 2e
¢ hc/L [81& ] dl hJL di h Vo (751)
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where V' is the voltage. Here we all the time treated e as the charge of the electron, i.e.,

e < 0. Usually one uses e as a positive quantity. Then

%V

o= (752)

An alternative way to derive this is to start with a difference of (time-dependent) chemical

potentials
H=Hy+Hp—eVi(t)> L} Ly, — eVa(t) > R} Ry, + Hr | (753)
k,o k,o

where V7, are the applied electro-chemical potentials (in addition to the constant chemical
potential p, which is included in H; and Hg). A transformation with

t t

U — 6%]\7[‘ fVL(t,)dt, B%NRIVR(t,)dt, (754)
In the new Hamiltonian
H=iUU'+UHU' . (755)

the terms with V;, and Vi are cancelled and instead the electronic operators are replaced

bY? eg7
L - ULU™' = Le't/? | (756)

t . . .
where ¢, = const. — 2776 [ VL (t)dt" and, thus, ¢ = ¢ — ¢ = —%V.

M. Macroscopic quantum phenomena
1. Resistively shunted Josephson junction (RSJ) circuit

Consider a circuit of parallelly connected Josephson junction and a shunt resistor R. A
Josephson junction is simultaneously a capacitor. An external current I, is applied. The

Kirchhoff rules lead to the ecquation
. |7
[csm¢—|—ﬁ—|—Q:[ew ) (757)
As@Q=CV and V = 2%¢ Thus we obtain

oL RO -
Lsi b+ —d=1I,.
CSIH¢—|—26R¢+ 2€¢ ex (758)
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FIG. 15: RSJ Circuit.

It is very convenient to measure the phase in units of magnetic flux, so that V' = %q) (in ST

units V = ®):
ch (I)O d
b=—¢p=— =2r— .
29T 920 0 072G,
Then the Kirchhoff equation reads
d o CP
Ic 1 2m— = - = Iea} 5
sm< 7T<I>0)+CR+ c

or in SI units

d d .
Ic Sin (27{’@()) —|— E + C@ = [ex .

(759)

(760)

(761)

There are two regimes. In case I., < I, there exists a stationary solution ¢ = arcsin(/l.,/1.).

All the current flows through the Josephson contact as a super-current. Indeed V' o qb = 0.

At 1., > I. at least part of the current must flow through the resistor. Thus a voltage

develops and the phase starts to "run”.

2. Particle in a washboard potential

The equation of motion (761) can be considered as an equation of motion of a particle

with the coordinate x = ®. We must identify the capacitance with the mass, m = C, the

inverse resistance with the friction coefficient v = R~!. Then we have

mi = — jc—a—U
- P)/ ax7
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FIG. 16: Washboard potential.

7\

FIG. 17: Macroscopic Quantum Tunneling (MQT).

where for the potential we obtain

P
U(®) = —E, cos (%@(}) L,

where
1. hi,.
EJ = 0 =
27 2e

(763)

(764)

is called the Josephson energy. The potential energy U(®) has a form of a washboard and

is called a washboard potential. In Fig. 16 the case I, < I. is shown. In this case the

potential has minima and, thus, classically stationary solutions are possible.

When the external current is close to the critical value a situation shown in Fig. 17

emerges. If we allow ourselves to think of this situation quantum mechanically, then we would

conclude that only a few quantum levels should remain in the potential well. Moreover a

tunneling process out of the well should become possible. This tunneling process was named
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Macroscopic Quantum Tunneling because in the 80-s and the 90-s many researchers doubted
the fact one can apply quantum mechanics to the dynamics of the ”"macroscopic” variable
®. It was also argued that a macroscopic variable is necessarily coupled to a dissipative
bath which would hinder the tunneling. Out these discussions the famous Caldeira-Leggett
model emerged [6, 7].

3. Quantization

We write down the Lagrangian that would give the equation of motion (762 or 761).
Clearly we cannot include the dissipative part in the Lagrange formalism. Thus we start

from the limit R — oo. The Lagrangian reads

L

—U(®) = ——+ Ejcos

092 CP? (
2 2

P
27r> 4L, (765)
®,

We transform to the Hamiltonian formalism and introduce the canonical momentum

oL

Q=—=Cd. (766)
0
The Hamiltonian reads
o Q@ ( d )
H= ﬁ + U(@) = ﬁ EJ COS 271'50 Iexq) . (767)

The canonical momentum corresponds to the charge on the capacitor (junction). The usual

commutation relations should be applied
(@, Q] =ih . (768)

In the Hamilton formalism it is inconvenient to have an unbounded from below potential.
Thus we try to transform the term —I.,® away. This can be achieved by the following

canonical transformation

R=exp[~1Qu(0®] | (769)

t
where Q. (t) = [ I..(t')dt’. Indeed the new Hamiltonian reads

(Q B Qea:(t))Q

H=RHR ' +ihRR™' =
RHR™ +ihRR e

P
— Ejcos (2#(1)) : (770)

0
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The price we pay is that the new Hamiltonian is time-dependent. The Hamiltonian (770) is

very interesting. Let us investigate the operator

cos (27r§i0> = cos (2; @) = ; exp [;L 2e CID] + h.c. (771)
We have
exp [;1 2e @} Q) =|Q +2) , exp {—; 2e @] Q) =1Q — 2e) . (772)

Thus in this Hamiltonian only the states differing by an integer number of Cooper pairs
get connected. The constant offset charge remains undetermined. This, however, can be

absorbed into the bias charge ).,. Thus, we can restrict ourselves to the Hilbert space

|Q = 2em,).

4. Phase and Number of particles (Cooper pairs)

We consider again the states |[BC'S(¢)) and |[BC'S(N)) introduced above (see Eqs. 694
and 695):

|BCS(9)) = [T(we + €vich st y,) [0) (773)
k
2m d¢
BOS(V)) = [ 52 |BOS(6)) =N (774)
] 2m
It is easy to see that the operator AT = ¢~ increases the number of Cooper pairs by one
2m d¢
A BCOS(N)) = / £2 IBCS(9)) e N4 — [BOS(N 4 1)) . (775)
0

We have seen that the excitations above the BCS ground state have an energy gap A.
Thus, if T < A no excitations are possible. The only degree of freedom left is the pair of
conjugate variables N, ¢ with commutation relations [N, e~*] = e~. Indeed the ground
state energy is independent of ¢. This degree of freedom is, of course, non-existent if the
number of particles is fixed. Thus a phase of an isolated piece of a superconductor is quantum
mechanically smeared between 0 and 27 and no dynamics of the degree of freedom N, ¢ is
possible. However in a bulk superconductor the phase can be space dependent ¢(7). One can
still add a constant phase to ¢(7) + ¢¢ without changing the state. More precisely the phase
¢o is smeared if the total number of particles is fixed. However the difference of phases, i.e.,

the phase gradient can be well defined and corresponds to a super-current.
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5. Josephson energy dominated regime

In this regime E; > E¢o, where Eo = (

neglect Eo completely, i.e., put C' = oo. Recall that C' plays the role of the mass. Then the
Hamiltonian reads H = —FE cos (2#%0). On one hand it is clear that the relevant state are
those with a given phase, i.e., |®). On the other hand, in the discrete charge representation

the Hamiltonian reads
Z |m + 1) (m|+ |m) (m+1|) . (776)

The eigenstates of this tight-binding Hamiltonian are the Bloch waves |k) = ¥, €™ |m)
with the wave vector k belonging to the first Brillouin zone —7 < k < w. The eigenenergy

reads Fy = —E; cos(k). Thus we identify k = ¢ = 2“‘1’.

6. Charging energy dominated regime

In this regime F; < E¢. The main term in the Hamiltonian is the charging energy term

(Q — Qew(t))2 _ (2€m — Qex>2

He = 2C - 2C

(777)

The eigenenergies corresponding to different values of m form parabolas as functions of
Qer (see Fig. 18). The minima of the parabolas are at ., = 0,2e¢,4e,.... The Josephson
tunneling term serves now as a perturbation H; = —FE; cos (2%%0). It lifts the degeneracies,
e.g., at Qe = €,3¢,5e, . . ..

If a small enough external current is applied, Q.. = I.,t the adiabatic theorem holds and
the system remains in the ground state. Yet, one can see that between the degeneracies
at Q. = e,3e,be,... the capacitance is charged and discharged and oscillating voltage
V = 0FEy/0Q., appears. Here Ey(Q.,) is the energy of the ground state. The Cooper pairs
tunnel only at the degeneracy points. In between the Coulomb blockade prevents the Cooper

pairs from tunneling because this would cost energy.
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FIG. 18: Eigen levels in the coulomb blockade regime. Different parabolas correspond to different
values of () = 2em. The red lines represent the eigenlevels with the Josephson energy taken into

account. The Josephson tunneling lifts the degeneracy between the charge states.
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