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Preface

These lecture notes summarize the main content of the course Field Theory
in Condensed Matter Physics: Quantum Criticality and the Renormalization
Group taught at the Karlsruhe Institute of Technology during the summer
semester 2013.
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Chapter 1

Introduction

To make quantitative predictions for interacting many body systems is noto-
riously difficult. The absence of an obvious small parameter that allows for a
systematic theoretical investigation and the competition of a multitude of soft
degrees of freedoms are the main obstacles. The behavior in the vicinity of a
critical point, characterized by universal long wave length and low frequency
behavior, is an important exception. The method of choice is the renormaliza-
tion group. This lecture attempts to give a collection of problems that can be
studied using renormalization group methods.
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Chapter 2

Classical models and
classical critical phenomena

2.1 The one-dimensional classical Ising model

In order to sharpen our language and to prepare important concepts we will
briefly discuss a simple and solvable model of classical statistical mechanics, the
one-dimensional Ising model. It is a nontrivial model of interacting spins in an
external field, with Hamiltonian

H = —JZanfH —,uBZUf

Let S; = %1 be the eigenvalues of the Pauli matrix ¢7. Since all operators
commute with each other and with the Hamiltonian we obtain immediately the
many body eigenstates:

E({S}) = —JZS Siyq — MB PSS+ ). (2.1)

)

Although this model is obviously a quantum mechanical one, the fact that we
have no problem determining the entire spectrum implies that it is often referred
to as a classical problem.

The equilibrium statistical mechanics is governed by the partition function

Z = 3 ePEUsd

{si}

Z > PSS s (2.2)

=+1 Sy==+1
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2.1.1 Exact solution using transfer matrices

We use the method of transfer matrices and define the operator T' defined via
its matrix elements:

(S; |T| Sit1) = &P Ei[JSiSi{»l"F%(Si"FSi#»l)] (2.3)

The operator can be represented as 2 x 2 matrix

eﬁ(J'HLBB) e—BJ
T= ( o8 BUI-npB) ) (2:4)
It holds then that
Z = Y Y (S1IT|S2) (S2|T|Ss) .. (S |T|Sh)
Si=+1 Sy=+1
= Z <Sl |TN| Sl> = t]."TN. (25)
Sy==+1

This can be expressed in terms of the eigenvalues of the matrix T’

1/2

Ay = e coshb £ [e7?F + X sinh? A] (2.6)
with
h = pBupgB
K = BJ (2.7)
It follows
Z =Xy + 2N (2.8)
yielding
AN
F = —kgT <Nlog)\+ + log (1 + (_> >>
At
= —kgT'Nlog Xy (2.9)

where we used in the last step that A_ < A4 and took the thermodynamic limit
N — oo. For the non-interacting system (J = 0) we obtain immediately the
result of free spins

B
F =—NkgTlog (2 cosh ZiT) . (2.10)
For arbitrary J follows for the magnetization:
r sinh £88
M:—a—:NuB LLER (2.11)

OB ( a7 M>1/2'

—_&J . 2
kT 3 B
e FBT 4 sinh T
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It holds M (B — 0,7 = 0) = £Npupg, i.e. the system is fully polarized along the
infinitesimal field direction. On the other hand it holds for any finite tempera-
ture that

M (T, B — 0) — 0. (2.12)

Thus, there is no ordered state with finite zero-field magnetization at finite
temperature. The one dimensional Ising model orders only at zero temperature.

2.1.2 Dblock-spin renormalization group

Next we perform an analysis very similar to the renormalization group. In
performing the trace over the spin configurations we will sum over every second
spin site. For example we perform the trace over Sy

_ K(S51S2+85253)+h(S1+S2+S.
fSl,Sg — E K (515245283)+h(S1+52+53)

So==+1
_ eK(51+53)+h(51+1+53)+6—K(51+5’3)+h(51—1+53). (213)

Now, this expression only depends on S; and S3, the two neighboring spins of
So. This can easily be written in a more compact fashion. It holds that

f51752 = exp (29+K’Slsg+h/ (Sl +SQ)), (214)
with
log frvy = 29420 +K'
logfi. = 29— K’
logf._ = 29g—20+ K/, (2.15)

which leads to

K — llog (\/f++f——>

2 fi
U O
h = 4logf77

g = ilog (\/mf+—)

Lets consider first the case without magnetic field, b = 0.

Ko llog <cosh (2K + h) ;os (2K — h))
4 cosh” h
1 cosh (2K + h)
W= hetclog(S8en TR
+ 2 8 (cosh (2K — h))

1
9 = 3 log (16 cosh (2K + h) cosh (2K — h) cosh® h) (2.16)
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Thus, up to a constant, the partition sum over all sites can be written as
the partition sum over every second site with identical form of the Hamiltonian

N
6H = KZUfoJrl — hZUf —
i=1 N i N
BHg = K Y ojoi,—h >  of (2.17)
7 even, t=1 4 even, 1=1

Thus, we obtain the following scaling relation:
Z(N,K,h) =eN9ED 7 (N/2, K 1) . (2.18)

The constant g will not affect the calculation of any expectation value, but it will
enter into a calculation of the total free energy. It represents the contribution
to the free energy from short wavelength degrees of freedom which have been
traced out.

We can now repeat this procedure n-times and trace out each time every
second spin. Eq.2.16 are the recursion relations of this procedure. In each step,
the number spins is reduced by half, i.e.

N =N/b with b=2". (2.19)

Alternatively the lattice spacing between neighboring sites increases according
to @’ = ba. If we measure length scales in terms of the underlying lattice
constants it must hold

g =¢/, (2.20)

where for example ¢ is the physical correlation length of the system of interest
and ¢ is the correlation length of the system with renormalized values for K’
and b that occur after n-iterations. For the free energy follows

F(N,K,h)=F(N/2,K',)) — NkpgTg(K,h) (2.21)
which implies for the free energy density f = F/N after multiple iterations
F(E Ry =07 f(K',0) — kpTg (K, h) (2.22)

At fist glance, mapping a Hamiltonian onto itself doesn’t seem to make life
easier or harder, it only seems to be a waste of time. However, from the way
the parameters of the Hamiltonian flow under repeated renormalization, we can
learn a lot about the long distance physics. For example, if we are in a regime
where

K'=K,andV =b (2.23)

we know that it doesn’t matter whether we eliminate degrees of freedom or not.
We get the same behavior on all length scales. For obvious reasons parameters
where Eq.2.23 is fulfilled correspond to a fixed point of the Hamiltonian.
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Let us analyze the recursion relations. We introduce

z=e M and y =" (2.24)
and obtain
2
A O )
(z+y) (1 +ay)
/ Tty
= 2.25
y Gy (2.25)

Consider first h = 0, i.e. y = 1, which yields ¥’ = 1, i.e. one fixed point
corresponds to B = 0. Then

= 47332 >z (2.26)
(1+x)
Thus, with some initial value 0 < z < 1 it holds that 2’ > x. Thus z grows
under the flow approaching the fixed point z* = 1. As the flow is towards this
value, it is referred to as the stable fixed point. Of course * = 1 corresponds
to K* = 0. For T > 0, the coupling between spins gets weaker and weaker for
longer and longer distances. This is consistent with the statement that there
is no magnetic order above T' = 0. For T' = 0, it holds = 0 and we have
another fixed point z* = 0, i.e. K* = oo. This is the zero-temperature or
strong coupling fixed point, where all spins are strongly coupled on arbitrarily
large distances. It corresponds to the above determined long range magnetic
order. Since the flow goes away from x* = 0 for arbitrarily small but finite x,
this fixed point is unstable.
At low temperatures holds =’ ~ 4z, which implies

z(n) =4"x (2.27)

or
1
K((n)=K - §n10g2 (2.28)

Roughly after about ng ~ 2K/log?2 iterations holds that K (ng) is negligibly
small. Then it should hold that renormalized correlation length is of order of
one lattice constant (of the decimated lattice). Thus, we have from ¢ = £/b
with ¢ ~ 1 if b= 2", yielding

€m0 = grolos2 — 2J/T (2.29)
Thus, we find that the correlation length is finite for any finite temperature and

diverges exponentially as T" — 0. The exact result for the correlation length,
defined via

(070%) ocexp (= |i — j| /€) (2.30)
1
$ = ~log (tanh (K))

in the limit of large K = J we obtain ¢ = 2¢2//T in full agreement with our
above estimate. The determination of the correlation length is an example for

is

(2.31)
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2.2 classical ¢'-theory

The classical ¢*-theory is determined by the effective Hamilonian

Hg] = %/ddr <r0¢2 + (Vo) + %¢4) . (2.32)

and determines the partition function
2= [ Doexp (-t [6). (2.33)

Here D¢ = Hd¢k where ¢, are the Fourier modes of the field ¢,. If the

k
underlying microscopic theory is defined on a lattice with lattice constant a, no

Fourier coefficients with k& > 27/a should occur. In addition, the above effective
Hamiltonian should be understood as a coarse grained version of the theory,
i.e. it should be valid only for wavelengths that are longer that the typical
microscopic length scale. This gives rise to an upper momentum cut off A that
is smaller that 27/a. Modes are suppressed for k£ > A.

During the tutorials you will discuss how to derive this coarse grained con-
tinuum’s theory from the lattice Ising model. In addition, there is no reason
to confine ourselves to ¢ being a real number. For example, in case of continu-
ously varying spins, as described by the XY- or Heisenberg models, the order
parameter is an N-component vector ¢ = (@1, ¢y, - ,dx), with N = 2 or 3,
respectively. It is often interesting and convenient to consider N-component
order parameters with arbitrary N. Then the ¢*-model becomes

Hio) = [ ' (ro0-6+ 96 Yo+ 3 (0-0)°) (2:34)

where ¢ - ¢ = Zf\il b2

2.2.1 Lower and upper critical dimensions

The role of fluctuations depends sensitively on the dimension d. As we will see,
the space-dimension where fluctuations become important is referred to as the
upper critical dimension d,.. In case of the <;S4—the0ry we will find that d,. = 4.
You will discuss during the tutorial that d,. = 6 for a gb?’—model. The notion
of an upper critical dimension makes only sense if there is in fact long range
order and a finite transition temperature. For example, in case of the one-
dimensional Ising model we found that no finite transition temperature exists.
Whether long range order occurs or not can we estimated rather easily and
determines the lower critical dimension d).. We will now show that d). = 1 for
systems with discrete order parameter symmetry (and short range interactions),
while d). = 2 for systems with continuous order parameter.

Let us first consider a discrete order parameter, like the Ising model. Suppose
we have an ordered state with a given order parameter ¢ (z) = ¢,. Now lets
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estimate the free energy cost of a defect of the perfectly ordered state. In case
of the Ising model (i.e. scalar ¢>4—m0del) such a defect could be a droplet of size
L. Suppose inside the droplet holds ¢ () = —¢,, while outside of it the order
parameter has the opposite sign. A typical configuration would be

& (r) ~ ¢, tanh (r - L) (2.35)

0

where [ is some microscopic length scale. It follows for the energy of the defect

1
et = / d'a (o)’ = ¢ L") (2.36)

This could have been equally estimated in terms of the original Ising model
where Egefect ~ J L4=1. The typical energy of such a defect is

1
Fdefect = ¢35Ld71 - TlOg Ld, (237)

where the second term is the entropy associated with the possible arrangement
of the droplet. Such droplets will certainly occur and they are the natural
mechanism that reduce then order parameter to a smaller but finite value at
0 < T < T.. Aslong as d > 1, the interface-energy will always dominate
over the entropy-gain of the defect, making large droplets increasingly unlikely.
However, for d = 1 holds that the interface energy is independent of size (the
surface consists of only two points no matter how large the droplet size L). There
is nothing to prevent arbitrarily large droplets and droplets in other droplets etc.
to occur. Thus, long range order will not occur. This is of course in complete
agreement with our exact result for the one-dimensional Ising model. It holds
dic = 1 as mentioned above.

Next we consider a continuously varying order parameter, i.e. ¢ = (¢1, Py, -
In comparison to the scalar order parameter, we can now simply rotate the order
parameter vector without changing its amplitude. For example

¢ = ¢y (cosO (z),sinb (z),---,0) (2.38)

with

H(x){ ”(lgil) :zié (2.39)

Then, the order parameter outside the defect is ¢ (|| > L) = (1,0,---,0) and it
slowly rotates to reach ¢ (z = 0) = (0,1,---,0). Since ¢ - ¢ = ¢2 the nonlinear
¢t term is completely unaffected by this defect, in distinction to the single
component order parameter that had to "climb over the hill" of the energy
landscape and locally melt to zero. The penalty comes from

Eiepect = / dlz (Ve)? = ¢ / Az (V0)? ~ ¢2L42, (2.40)

3¢N)
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yielding
Fuefeet = ¢gL* % — T'log L*. (2.41)

The same reasoning as before leads to di. = 2 for systems with continuously
varying order parameter. No long range order is possible in d = 2 and below.
This statement can be proven rigorously and goes back to Hohenberg as well as
Mermin and Wagner.

2.2.2 Landau’s mean field theory

A first attempt to solve these problems is to approximate the integral by the
dominant contribution of the integrand, i.e. we write

/ Dé exp (—BH [6]) ~ exp (~BH [6)) (2.42)

where % = 0. This leads to the Landau theory of phase transitions. Of

’4):‘%
course, in general, it is not only the minimum of H [¢] w.r.t. ¢ which corresponds

to physically realized configurations. Instead one has to integrate over all values
of ¢ to obtain the free energy. Before we do this, we briefly discuss the Landau
theory.

Landau proposed that one should introduce an order parameter to describe
the properties close to a phase transition. This order parameter should vanish in
the high temperature phase and be finite in the ordered low temperature phase.
The mathematical structure of the order parameter depends strongly on the
system under consideration. In case of an Ising model the order parameter is a
scalar, in case of the Heisenberg model it is a vector. For example, in case of a
superconductor or the normal fluid - superfluid transition of He it is a complex
scalar, characterizing the wave function of the coherent low temperature state.
Another example are nematic liquid crystals where the order parameter is a
second rank tensor.

In what follows we will first develop a Landau theory for a scalar, Ising type
order. Landau argued that one can expand the free energy density in a Taylor
series with respect to the order parameter ¢. This should be true close to a
second order transition where ¢ vanishes continuously:

H(6) = —ho+ 06 + 268 + 2ol + . (2.43)

The physical value of the order parameter is the determined by minimizing H (¢)

OH (¢)

=0. 2.44
a¢ =9, ( )

If w < 0 this minimum will be at oo which is unphysical. If indeed u < 0 one
needs to take a term ~ ¢° into account and see what happens. In what follows
we will always assume u > 0. In the absence of an external field should hold
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that H (¢) = H (—¢), implying h = b = 0. Whether or not there is a minimum
for ¢ # 0 depends now on the sign of rg. If 7 > 0 the only minimum of

To

H($)=fot 50+ %9254 (2.45)

is at ¢ = 0. However, for ro < 0 there are two a new solutions ¢ = £,/ ="0.

Since ¢ is expected to vanish at T' = T, we conclude that rq (T') changes sign at
T, suggesting the simple ansatz

ro (T) = ao (T — T,) (2.46)

with ag > 0 being at most weakly temperature dependent. This leads to a
temperature dependence of the order parameter”

a (TC_T)
¢0:{ Vo IT<Te (2.47)

0 T>T.
It will turn out that a powerlaw relation like
¢~ (T.-T)" (2.48)

is valid in a much more general context. The main change is the value of .
The prediction of the Landau theory is 8 = %

Next we want to study the effect of an external field (= magnetic field in
case ¢ characterizes the magnetization of an Ising ferromagnet). This is done
by keeping the term h¢ in the expansion for f. The actual external field will be
proportional to h. Then we find that f is minimized by

rogo +udy = h (2.49)
Right at the transition temperature where a = 0 this gives
by ~ h/? (2.50)

where the Landau theory predicts 6 = 3. Finally we can analyze the change
of the order parameter with respect to an external field. We introduce the
susceptibility

Iy
= = 2.51
ah h—0 ( )
and find from Eq.2.49
rox + 3ugs (h=0)x =1 (2.52)

using the above result for ¢7 (h = 0) = 2 if T < T, and ba (h = 0) = 0 above
T. gives

(2.53)

S (T.-T7) T<T.
X = 1 -
(T-T.)"" T>T.

1
ap
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with exponent v = 1.
Next we consider the specific heat where we insert our solution for ¢, into
the free energy density.

T u % (7 —T)?
H(9o) = 2oF + L6 = { w (It Tt (2:54)

This yields for the specific heat per volume

2 2 a2
C:,Tﬂf TaH(%){ o T <T,

—T—" (2.55)
0 T>T,

or or

The specific heat is discontinuous. As we will see later, the general form of the
specific heat close to a second order phase transition is

C(T)~ (T —T.)"“ + const (2.56)
where the result of the Landau theory is
a=0. (2.57)

In our analysis of the Landau theory we only considered spatially homoge-
neous solutions of the order parameter. Next, we include the more general case
of spatially varying order parameters, i.e.

H= / drH [¢] (2.58)

is given as

Hig = Do) + 10 ~h (Do) +5 (Vo) (259)

where we assumed that it costs energy to induce an inhomogeneity of the order
parameter. In addition we assumed that we can always absorb the coefficient
3 (Vo (r))? into the definition of the order parameter. The variational minimum

5, =0 of H is now determined by the FEuler-Lagrange equation
:¢0

OH OH

% Vavg =" (2.60)

which leads to the nonlinear partial differential equation
ro¢ (1) +ug (1)* = h (r) + V3¢ (r) . (2.61)

Above the transition temperature we neglect again the non-linear term and
have to solve

ro¢ (r) — V¢ (r) =h(r) (2.62)
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It is useful to consider the generalized susceptibility

5o (r) = /ddr’X (r—7r")oh(r") (2.63)

which determines how much a local change in the order parameter is affected
by a local change of an external field at a distance r — /. This is often written

- 59 (r)
, r
—7r') = . 2.64
X(r—r) = g (2.64)
We determine x (r — r’) by Fourier transforming the above differential equation
with

— ddikefikr
6(r) = / e o) (2.65)
which gives
ro¢ (k) + k‘2¢ (k) =h(k) (2.66)

In addition it holds for y (k):

00 (k) = x (k) oh (k) . (2.67)
This leads to 1
X (k) = m (2.68)

where we introduced the length scale

¢= \/g \/Z(TTC)”Z (2.69)

This result can now be back-transformed yielding at large distances

xtr=r)= (|r : ) oP <|£> (2.70)

Thus, spins are not correlated anymore beyond the correlation length & In
general the behavior of £ close to T, can be written as

E~(T-T.)" (2.71)

with v = % A similar analysis can be performed in the ordered state. Starting
again at
70 (1) +us (r)* = h (1) + V2o (r) (2.72)

and assuming ¢ (r) = ¢ + ¢ (r) where ¢, is the homogeneous, h = 0, solution,
it follows for small v (r):

(ro +3udg) ¢ (r) = h (r) + V24 (r) (2.73)
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and it holds r¢ + 3u¢(2) = —279 > 0. Thus in momentum space

Cdapk) 1

I S B SRS Y
5_’/—2740_’/2@0 (T. - T) (2.75)

Ginzburg criterion

(2.74)

with

One can now estimate the range of applicability of the Landau theory. This is
best done by considering the next order corrections and analyze when they are
small. If this is the case, one can be confident that the theory is controlled.
Before we go into this we need to be able to perform some simple calculations
with these multidimensional integrals.

First we consider for simplicity a case where Heg [¢] has only quadratic
contributions. It holds

1
7 = /D¢exp (-2 Zk:gz)k (ro +k?) ¢_k>
= H/d¢k exp <;¢k (7"0 + k2) ¢—k)
k

1/2
B (27)? B 1
(%) (i)

with .
k = —— 2.
) = — (2.76)
It follows for the free energy
kpT / dk
F=————N [ —lo k 2.77
5 ) g x (k) (2.77)
One can also add to the Hamiltonian an external field
Ho) ~ Hlgl - [ dhn (k)6 (1 (278)
Then it is easy to determine the correlation function
x (k) = <¢k¢—k> —{(¢r) <¢7k> (2.79)
via
dlog Z 0 1
- — —~|D —BHege[¢)
hidh_r |, ok Z / ooe

2
1 B D, e~ Her 9]
- fZ/Ddxbkgb,ke sitatel _ U kZQ )

= x(k) (2.80)
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This can again be done explicitly for the case with u = 0:

/D¢exp (—;/dqu’)k (a+bk?) ¢_, +/ddkzh(kz) ¢k>
Z [0] exp (;/ddkhkx (k) hk> (2.81)

Z[h]

Performing the second derivative of log Z gives indeed <¢k¢7 k> = ﬁ Thus,
we obtain as expected

0y,
k) = . 2.82
x(k) =5~ (2.82)
Let us analyze the specific heat related to the free energy
kT
F= —%N/ddklogx (k) (2.83)

It holds for the singular part of the specific heat

2 d—1
O~ -2~ /ddkx(k)2 ”/ g (284)
37"0 (5—2 +k2)

Thus, as & — oo follows that there is no singular (divergent) contribution to the
specific heat if d > 4 just as we found in the Landau theory. However, for d < 4
the specific heat diverges and we obtain a behavior different from what Landau
theory predicted.

Another way to see this is to study the role of inhomogeneous fluctuations
as caused by the

Hin = / dir (V) (2.85)

Consider a typical variation on the scale V¢ ~ /=& ~1 and integrate those

. d .
over a volume of size £ gives

Hppy ~ €722+ iﬁd_4 (2.86)
U U
Those fluctuations should be small compared to temperature in order to keep
mean field theory valid. If their energy is large compared to kg7 they will be
rare and mean field theory is valid. Thus we obtain again that mean field theory
breaks down for d < 4. This is called the Ginzburg criterion. Explicitly this
criterion is

¢4 > (ukpT)™a . (2.87)

Note, if b is large for some reason, fluctuation physics will enter only very
close to the transition. This is indeed the case for many so called conventional
superconductors.
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2.3 Scaling laws

A crucial observation of our earlier results of second order phase transitions was
the divergence of the correlation length

E(T — T,) — o (2.88)

This divergency implies that at the critical point no characteristic length scale
exists, which is in fact an important reason for the emergence of the various
power laws. Using h as a dimensionless number proportional to an external

field and
_T-T.

T =
T,
as dimensionless measure of the distance to the critical point the various critical
exponents are:

(2.89)

-V

E(r,h=0) ~ r
o(rnh=0) ~ ||’
¢(r=0,h) ~ h'/°
x(r,h=0) ~ r7
C(r,h=0) ~ r7 ¢
x(x—o0,r=0) ~ 22797, (2.90)

where D is the spatial dimensionality. The values of the critical exponents for
a number of systems are given in the following table

exponent mean field d =2, Ising d =3, Ising

o 0 0 0.12
B 3 % 0.31
v 1 z 1.25
v 3 1 0.64
s 3 15 5.0
n 0 1 0.04

It turn out that a few very general assumptions about the scaling behavior
of the correlation function x (¢) and the free energy are sufficient to derive
very general relations between these various exponents. Those relations are
called scaling laws. We will argue that the fact that there is no typical length
scale characterizing the behavior close to a second order phase transition leads
to a powerlaw behavior of the singular contributions to the free energy and
correlation function. For example, consider the result obtained within Landau
theory

1
r+ q?
where we eliminated irrelevant prefactors. Rescaling all length r of the system
according to * — x/b, where b is an arbitrary dimensionless number, leads to

x(q,r) = (2.91)
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k — kb. Obviously, the mean field correlation function obeys

x (q,7) = b*x (bq7 b2r) ) (2.92)

Thus, upon rescaling ( k& — kb), the system is characterized by a correlation
function which is the same up to a prefactor and a readjustment of the distance
from the critical point. In what follows we will generalize this expression and
assume that even beyond the mean field theory of Landau a similar relationship
holds

X (g,7) = b*""x (bg, b¥7). (2.93)
The mean field theory is obviously recovered if y = 2 and n = 0. Since b is

arbitrary, we can for example chose tbY = 1 implying b = v and we obtain
directly from our above ansatz

x (g, t) = r_%TnX (qr_%, 1) . (2.94)

By definition, the correlation length is the length scale which characterizes the
1
momentum variation of x (¢,7) i.e. x(g,7) ~ f(g€), which leads to & ~ r™ ¥

and we obtain
v=y L (2.95)

The exponent y of our above ansatz for x (¢,r) is therefore directly related to
the correlation length exponent. This makes it obvious why it was necessary to
generalize the mean field behavior. y = 2 yields the mean field value of v. Next
we consider r = 0 and chose bg = 1 such that

1

x(g,r=0)= qzi_nX (1,0) (2.96)
which gives
d’q ik e 0!
X (z,7=0 :/ x (g,r=20 elzw/dqelw— 2.97
mr=0=[ & x(@r=0 = (@0
substituting z = kx gives
X (z,r = 0) ~ 227477, (2.98)

Thus, the exponent n of Eq.2.93 is indeed the same exponent as the one given
above. This exponent is often called anomalous dimension and characterizes
the change in the powerlaw decay of correlations at the critical point (and more
generally for length scales smaller than £). Thus we can write

x(g,r) = b*""x (bq, b%r) : (2.99)

Similar to the correlation function can we also make an assumption for the

free energy density
f(r,h) = b %F (rbY, hb¥») . (2.100)



18CHAPTER 2. CLASSICAL MODELS AND CLASSICAL CRITICAL PHENOMENA

The prefactor b~ is a simple consequence of the fact that an extensive quantity
changes upon rescaling of length with a corresponding volume factor. Using
y = v~ we can again use tbY = 1 and obtain

f(r,h) =r™F (1, hr—). (2.101)
This enables us to analyze the specific heat at h = 0 as

~ 82F (T’ 0) ~ ’I"dV_Q

¢ or2

(2.102)

which leads to
a=2-—dv. (2.103)

This is a highly nontrivial relationship between the spatial dimensionality, the

correlation length exponent and the specific heat exponent. It is our first scaling

law. Interestingly, it is fulfilled in mean field (with & = 0 and v = ) only for

2
d = 4.
The temperature variation of the order parameter is given as

¢ (T) N afg’;’; h) ) ~ TV(d*yh) (2104)
—0

which gives
B=v(d—yn)=2—a—vy, (2.105)

This relationship makes a relation between y; and the critical exponents just
like y was related to the exponent v. Within mean field

yh =3 (2.106)
Alternatively we can chose hbY» = 1 and obtain
F(rh) =hon f (rh*ﬁh,o) (2.107)
This gives for the order parameter at the critical point

af (r=0,h)

<4
o ~ hvn (2.108)

¢ (r=0,h)~

and gives % = yih — 1. One can simplify this to

5 _Yn _2-—a-f

= 2.109
d—yn 5 ( )
and yields
B(l4+6)=2—« (2.110)
Yn 2—a—p

Note, the mean field theory obeys = pp only for d = 4. whereas § =
is obeyed by the mean field exponents for all dimensions. This is valid quite
generally, scaling laws where the dimension, d, occurs explicitly are fulfilled
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within mean field only for d = 4 whereas scaling laws where the dimensionality
does not occur are valid more generally.
The last result allows us to rewrite our original ansatz for the free energy

Frh) = b g (rb%,hb?) . (2.111)

such that th» = 1 leads to
f(rh) = 27 (1, %) (2.112)
We next analyze how the susceptibility diverges at the critical point. It holds

~ 82f (Ta h) ~ ,r2—oz—256

_— 2.11
ah2 h—0 ( 3>

which leads to
vy=a—2+286 (2.114)

which is yet another scaling relation.
The last scaling law follows from the fact that the correlation function x (g, )
taken at ¢ = 0 equals the susceptibility x just analyzed. This gives

X (r) = b* Ty (rbY) (2.115)
and choosing again 7Y = 1 yields
x (r)=r=v@=m (2.116)

such that
y=v(2-mn). (2.117)

To summarize, we have identified all the exponents in the assumed scaling
relations of F' (¢, h) and x (g, t) with critical exponents (see Eqn.2.99 and2.111).
In addition we have four relationships the six exponents have to fulfill at the
same time which are collected here:

a = 2—dv.
B(l+40) = 2—a
2860 —y = 2—«
v = v(2-n) (2.118)

One can easily check that the exponents of the two and three dimensional Ising
model given above indeed fulfill all these scaling laws. If one wants to calculate
these exponents, it turns out that one only needs to determine two of them, all
others follow from scaling laws.
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2.3.1 Fast and slow variables

The divergency which caused the break down of Landau theory was caused by
long wave length, i.e. the k& — 0 behavior of the integral which renormalized
u — u'. One suspicion could be that only long wave length are important for an
understanding of this problem. However, this is not consistent with the scaling
concept, where the rescaling parameter was always assumed to be arbitrary. In
fact it fluctuations on all length scales are crucial close to a critical point. This
is on the one hand a complication, on the other hand one can take advantage
of this beautiful property. Consider for example the scaling properties of the
correlation function

x (g,7) = b2y (bq,rlﬁ) . (2.119)

Repeatedly we chose rbv = 1 such that b = r= — oo as one approaches the

critical point. However, if this scaling property (and the corresponding scaling
relation for the free energy) are correct for generic b (of course only if the system
is close to T.) one might analyze a rescaling for b very close to 1 and infer the
exponents form this more "innocent" regime. If we obtain a scaling property of
X (g, ) it simply doesn’t matter how we determined the various exponents like
v, 1 etc.

This, there are two key ingredients of the renormalization group. The first is
the assumption that scaling is a sensible approach, the second is a decimation
procedure which makes the scaling transformation  — x/b explicit for b ~ 1.
A convenient way to do this is by considering b = ¢! for small . Lets consider
a field variable

¢ (k) = /ddac exp (ik - x) ¢ (x) (2.120)

Since there is an underlying smallest length-scale @ (~interatomic spacing), no
waves with wave number larger than a given upper cut off A ~ @' should
occur. For our current analysis the precise value of A will be irrelevant, what
matters is that such a cut off exists. Thus, be observe that ¢ (k) =0 if k> A.
We need to develop a scheme which allows us to explicitly rescale length or
momentum variables. How to do this goes back to the work of Leo Kadanoff
and Kenneth G. Wilson in the early 70'" of the last century. The idea is to
divide the typical length variations of ¢ (k) into short and long wave length
components -
oS (k) 0<k<A/b
gb(k)z{ o7 (k) AJb<h<A - (2.121)

If one now eliminates the degrees of freedoms ¢~ one obtains a theory for ¢<
only

exp (— 1 [¢<]) = / D& exp (—H [6%,67]) . (2.122)

The momenta in H' [¢<] are confined to the smaller region 0 < k < A/b. We
can now rescale simply according to

K = bk (2.123)
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such that the new variable k' is restricted to the original scales 0 < k" < A. The
field variable is then ¢< (k'/b) and will conveniently be called

¢ (K) = b= (' /b) (2.124)

where the prefactor b7 is only introduced for later convenience to be able to
keep the prefactor of the k2 term in the Hamiltonian the same. The renormal-
ized Hamiltonian is then determined by H’ [gf)/].

In practice we start for example from a theory of the type Eq.2.34 and
obtain a renormalized Hamiltonian

H (r,u) — H (r (1) ,u(l)). (2.125)

If one now analyzes the so-called flow equation of the parameters 7 (1), u (1) ete.
there are a number of distinct cases. The most interesting one occurs if one
approaches a fixed point where r (I — oc0) = r* , u (Il — 00) = u* etc. If this is
the case the low energy behavior of the system is identical for all initial values
which reach the fixed point.

Scaling behavior of the correlation function:

We start from H [¢] with cut off scale A. The new Hamiltonian with cut off
A /b, which results from the shell integration, is then determined by

e H'[6%] = /D¢>e*H[¢<’¢>], (2.126)
which is supplemented by the rescaling

¢~ (k) = b'¢' (bk)

which yields the new Hamiltonian H’ [qﬂ’] which is governed by the same cut off
A. If one considers states with momenta with k < A/b, it is possible to determine
the corresponding correlation function either from H [¢] or from H’ [(b']. Thus,
we can either start from the original action:

DgeHI9]
@) 6 (k) = [ 220 (k) 0 (he) = x (k)3 (ki + k) (212)
or, alternatively, use the renormalized action:

/67H1[¢/]
e e LA LACD

b2y’ (kby) 6 (bky + bky)
b2P =" (bky) 6 (k1 + ko) (2.128)

where x’ (bk) = x (bk,7 (1) ,u (1)) is the correlation function evaluated for H' i.e.
with parameters r (I) and u (I) instead of the "bare" ones 7 and u, respectively.
It follows

x (kyryu) = b2~ (k, 7 (1) ,u (1)) (2.129)
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This is close to an actual derivation of the above scaling assumption and suggests
to identify
2p—d=2—n. (2.130)

What is missing is to demonstrate that = (I) and w (I) give rise to a behavior
te¥! = tbY of some quantity ¢ which vanishes at the phase transition. To see this
is easier if one performs the calculation explicitly.

2.4 c-expansion of the ¢'-theory

We will now follow the recipe outlined in the previous paragraphs and explicitly
calculate the functions r (1) and w (1). It turns out that this can be done in a
controlled fashion for spatial dimensions close to d = 4 and we therefore perform
an expansion in € = 4 — d. First we consider the free part of the Hamiltonian
given by:

A |
Ho(e) =+ / djfd o (k) B(k) - d(—F) (2.131)

where
xo ! (k) = 1o + K% (2.132)

Incidentally, if we want to determine the correlation function, it follows from
usual Gaussian integration:

_ [ Dés (k)& (k) e

(6 (k) 6 (k) T DreTe

= xo (k). (2.133)

Here we used [ dp¢® exp (—i&) = \/ﬂxgm and [ dgexp (—iqﬁ?) = \/ﬂxém.

Integrating out states in the momentum shell between A /b and A with b = e!
yields an additive correction 0 F to the free energy and we are left with the
effective action of states ¢ (q) with momenta smaller than A /b:

1AM g

o5 =5 [ (k) #7097 (2134)
2 (2m)

In order to recover the original form of the action we finally rescale momen-

tum and temperature via: k’ = bk and ¢'(k') = Z;/2¢<(k) with Z, = b72°.

Choosing 2p = d + 2 gives finally the renormalized action:

A gdps
o) =5 (i:)d (r(1) + K2) &' (K) - &' (~K) (2.135)

The renormalized parameter 7 (1) obeys the following equation:
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Next we consider the quartic term
U
Hiw = [ d'adhad'had (51) 6 ()9 (k) (~hy — ko ko) (2130

which couples ¢~ and ¢<. If all three momenta are inside the inner shell, we
can easily perform the rescaling and find

ub4p73d

A
H.nt =

1

/deideédeésﬁ(ki)éﬁ(ké)¢(k§)¢(—ki — Ky — K3) (2.137)

which gives with the above result for p:

4p—-3d=4—-d (2.138)
yielding
u(l) = uet=M, (2.139)
which is equivalent:
du(l
ZE ) _ 4= (). (2.140)

Thus, at tree level, the Gaussian fixed point ©* = 0 is unstable if d < 4. If how-
ever some of the momenta in Hj,; are in the outer shell and others have Fourier
modes inside A/b we need to analyze the coupling between them. Integrating
out of states in the momentum shell between A/b and A can be performed using

exp (—H'(¢7)) oc exp (—Hy(¢™)) (exp (—Hin (¢, ¢7))).
= exp(—Hy(¢) — 0H'(¢)) (2.141)
where the average (- - - )~ is with respect the spin excitations, ¢~ , with momenta

between A/b and A. Within the one loop approximation, it is useful to use the
cumulant expansion:

oH' = <Hint>> - % (<H1,2nt>> - <Hmt)2>) + e (2.142)

Explicitly it holds for the correction term to the action:

Uu

A gd A gd
Hu9707) = [ e [ eSS £ 87 (k) (5%h) + 57 k)

(S<(ks) + 87 (ks)) - (S= (k) +S” (k1)) Stpsrprharhs - (2:143)

Averaging with respect to the ¢~ (k) excitations yields non-vanishing contri-
butions only if the number of ¢~ (k) fields in the corresponding term is even.
The case with zero ¢~ (k) was already discussed above. It is referred to as the
tree level contribution to the interaction term. The term with four ¢~ (k) fields
yields a constant which renormalizes the free energy on the two loop level. Fi-
nally, there are in case of N = 3 altogether 10 contributions with two ¢~ (k)
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fields. Here the remaining two field carry momentum |k| < A/b. These terms
renormalize the free Hamiltonian. In the case of an O(NN) symmetric vector
field, there are altogether 2(NN + 2) contributions of this kind, yielding

4 > 9

w > de A/b o d
58)(S<) = AN +2)" / (@) (—g))s / T (k) < (k)

(2m)" (2m)"

(2)" (2r)’
where [ ~ d%q denotes a momentum integration with |q| between A/b and A.
Considering the second term on the right hand side of Eq 2.142, which is of
order u2, at the one loop level it is sufficient to consider renormalizations of the
interaction part of the action. All renormalizations of the free part will contain
two closed loops and are beyond the present single loop approximation. There
are altogether 8( N + 8) combinations to contract spin fields ¢ (k) leaving four
¢~ (k) fields which can finally be expressed as:

2 4

> ad A/ d
W [ e 5 [ et e, (214

u A gk, A gk
St (@) =~y a8 (§) [ e [ 5 ) 6% (k)8 (k) 9% (k)

(2m)" (2m)*

> ddp
x / ——G(P)G(q1 + g2 — P) Okythathstha
(2m)

From these considerations we can finally obtain the renormalization group
equations for the correlation length and coupling constant within the one loop
approximation, which replace Eq. 77 and 2.140:

>
o= lr+ (N + 2)u/ (;lﬂ()]dG(p)
W= Dl (N 8y /> (;ld‘)fda(p)a(_p). (2.146)

The key difference to a straightforward perturbation theory is, that the momen-
tum integration is restricted to the shell with radius between A/b and A. This
avoids all the complications of a direct perturbation theory where a divergency
in v’ would result from the lower limit of the integration (long wave lengths).
Integrals of the type

A’k A
1:/ — f (k) :Kd/ kL f (k) dk (2.147)
AJb<k<A (27) Ae—!
. . . _ 2 . _ 1
where the integration over angles yields K; = 7(2\/%)%@/2), ie. Ky = 5-,
K3 = #, or Ky = #. For small [ follows:

I~ KA f(A) (A —Aeh) = KgAf (M)

(2.145)
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It holds therefore

, N +2) K4A?
r = (1+21)7’+7( r+)A2 ul
d
o = (1+El)uWu2l, (2.148)
T+

which is due to the small-/ limit conveniently written as a differential equation

dr (N + 2) KdAd

2 9 LY T A) dih

dl Uy PR

d N + 8K A4

du o WV FBKAT (2.149)
di (r+A2)

Before we proceed, we introduce more convenient variables

,
r — F
u — KgA (2.150)

which are dimensionless and obtain the differential equations

dr (N+2)u
bt VORI S e
dl T 147
d N + 8)u?
du _ o, WHEU (2.151)
dl (1+47)
The system has indeed a fixed point (where % = %’; = 0) determined by
(N +8)u”
(147%)*
N+2)u*
orr = VA2 (2.152)
1+r*

This simplifies at leading order in € to

‘o

N +38
N +2

o ;)u*

*

0

(2.153)

If the system reaches this fixed point it will be governed by the behavior in its
immediate vicinity, allowing us to linearize the flow equation in the vicinity of
the fixed point, i.e. for small

or = r—r
ou = u—u* (2.154)
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Consider first the fixed point with u* = r* = 0 gives

d [ or 2 3 or
dl(5u)_(0 5)<6u> (2.155)
with eigenvalues A\; = 2 and Ao = . Both eigenvalues are positive for ¢ > 0

(D < 4) such that there is no scenario under which this fixed point is ever
governing the low energy physics of the problem.

Next we consider u* = § and r* = —&. It follows
d [ ér _N+2. N o (N4 or
il — N+8 2(N+8
di < ou ) ( 0 fs( ) ou (2.156)

with eigenvalues

s N+2
= 2———=¢
y N+8

y = —¢ (2.157)
the corresponding eigenvectors are

e = (1,0)

r 3(N+2)(N+6) €
c = (_ A(N +8) +8’1>

(2.158)

Thus, a variation along the e-direction (which is varying r) causes the system
to leave the fixed point (positive eigenvalue), whereas it will approach the fixed
point if

(ryu) ~ ¢’ (2.159)

this gives

3(N +2) (N +6) 5) (2.160)

TC(“)_“<_ IN+8) 8

which defines the critical surface in parameter space. If a system is on this
surface it approaches the fixed point. If it is slightly away, the quantity

t=r—r.(u) (2.161)
is non-zero and behaves as
t(l) = te¥ = tbY. (2.162)

The flow behavior for large [ is only determined by the value of ¢ which is the
only scaling variable, which vanishes at the critical point. Returning now to the
initial scaling behavior of the correlation function we can write explicitly

x (k,t) = b*x (K, tb¥) (2.163)
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comparing this with x (g,t) = b>~x (bq, tb%) gives immediately the two critical

exponents
n = 0(?)
1 N+2¢
~ 4 -Z 2.164
R Y (2.164)

A systematic improvement of these results occurs if one includes higher order
terms of the eexpansion. Thus, the renormalization group approach is a very
powerful tool to analyze the highly singular perturbation expansion of the ¢*-
theory below its upper critical dimension. How is it possible that one can obtain
so much information by essentially performing a low order expansion in u for
a small set of high energy degrees of freedom? The answer is in the power of
the scaling concept. We have assumed that the form x (g,t) = b*>~"x (bq, tb%)
which we obtained for very small deviations of b from unity is valid for all b. If
for example the value of v and n would change with [ there would be no way
that we could determine the critical exponents from such a procedure. If scaling
does not apply, no critical exponent can be deduced from the renormalization
group.

2.4.1 Irrelevant interactions

Finally we should ask why we restricted ourself to the quartic interaction only.
For example, one might have included a term of the type

H) = % / A%z (z)° (2.165)
which gives in momentum space
Hoy = ¢ [ dhiedhsd (k) (k) 6 (k) (k) 6 ()
><¢ (—kl — k2 — k‘3 — k‘4 — k‘5) (2166)

The leading term of the renormalization group is the one where all three mo-
menta are inside the inner shell, and we can perform the rescaling immediately:

! b6p_5d ! / / / / / !/
b= e [0 () 6 (1) 6 () & () 6 (k)
(=K — K, — K, — K, — ) (2.167)

and the v dependence is with p = 254 and 6p —5d =2 (3 —d) = —2(1 —¢)

v (1) = ve 202N (2.168)

Thus, in the strict sense of the € expansion such a term will never play a role.
Only if u < ¢ initially is it important to keep these effects into account. This
happens in the vicinity of a so called tricritical point.
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